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Density functional approximations for spin state energetics in 

transition-metal complexes 

 

 

SUMMARY 

Many fascinating features of coordination chemistry originate from the fact that 

small changes in metal ion environment can induce big changes in the properties of the 

compounds. Moreover, most transition-metal (TM) ions with partially filled d-shells can 

manifest different spin multiplicity in the ground state that is, different spin states. The 

identity of the ground spin state and the analysis and description of close lying states of 

different multiplicity is of crucial importance for the understanding of the microscopic 

origin of the reactivity, electrochemistry and photochemistry in biomolecules, industrial 

catalysis and in spin crossover compounds. However, elucidating the role and effect of 

different spin states on the properties of a system, and even determining which spin state 

occurs naturally,  is challenging task both from an experimental and theoretical point-of-

view. 

Density Functional Theory (DFT) has become the preferred theoretical method for 

complicate electronic structure of coordination compounds, mainly because it provides 

good compromise between the computational cost and accuracy. The challenge in 

application of DFT for spin states was first noted in 2001, and it was concluded that early 

Generalized Gradient Approximation (GGA) functionals favored low-spin states, while 

hybrid functionals favored high-spin states. In the following years, many density 

functional aproximations (DFAs) showed partial success, but mainly failures in the 

attempts to tackle the problem of close lying spin states in TM complexes.  In 2004, the 

combination of a relatively new exchange functional, OPTX, with the PBE correlation 

part gave excellent results for the spin states of iron complexes, and hence a new DFA 

was born (OPBE). Since OPBE showed very good performance of for spin states, and 

later as well SN2 reaction barriers, it was mixed with PBE that gives good results for weak 

interactions. After incorporation of Grimmeôs D2 dispersion energy, the SSB-D functional 

was created. Future refinement to make it numerically more stable and inclusion of 

Grimmeôs D3 dispersion energy, led to its successor S12g. 



 

One of the driving ideas of this work was a thorough validation of these DFAôs, 

specifically designed for spin states (OPBE, SSB-D and S12g) and to propose suitable 

computational recipes for accurate determination of geometries, spin states and all related 

properties of TM compounds. 

Systematic validation study for the spin state energetics of nine iron complexes that show 

a diversity of experimentally observed spin ground states, and represent biomimetic 

molecules for P450cam and similar active sites, have been performed. This study of iron 

challenging systems resulted in further insight in the performance of the promising 

density functional approximations. The next step was  a systematic analysis of the effect 

of the spin state and the ligand charge on coordination preferences for a MnII, FeII/FeIII , 

CoII, NiII, CuII and ZnII for the 2,6-diacetylpyridinebis(semioxamazide) ligand and its 

mono- and di-anionic analogues. Complexes of polydentate acylhydrazone ligands with 

d-metals are particularly interesting since they have remarkable structural features that 

lead to a diversity of potential applications. The analysis showed some remarkable 

features, including significant effect of the spin state on the ligand coordination, and 

rationalized trends and behavior across the first row transition metal series. Furthermore, 

we analyzed and explained trends in spin state energetics in polypyrazolylborato 

complexes of first-row transition metals. The effects of substitution at the position 3 and 

5 of pyrazolyl rings was also explored, as well as the influence of Jahn-Teller distortion 

on spin state switching, and altogether, the deeper insight in the chemistry of these 

important enzymatic mimics and SCO molecules was gained. All these validation studies 

direct us towards the best DFA (S12g) for the study of the mechanism of the catalytic 

cycle for catechol dioxygenase mimics. Full details of the catalytic cycle, with all 

accessible spin states and both possible pathways, intradiol and extradiol, have been 

explored.  

With proposed methodology, obtained results and their rationalizations, we are step 

further  to achieve explicit control of spin states of TM compounds and rational design of 

TM compounds with desired properties.  

  

Keywords: Multideterminental Density Functional Theory, Spin states, Biomimetic 

model szstems, Jahn-Teller effect, Reaction mechanisams 

Area of science: Chemistry 
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Aproksimacije funkcionala gustine u prouļavanju energija spinskih stanja 

kompleksa prelaznih metala 

 

 

REZIME 

 

Mnoge fascinantne osobenosti koordinacione hemije potiļu od ļinjenice da male 

promene u okruģenju centralnog metala mogu izazvati velike promene u svojstvima 

jedinjenja. Ġtaviġe, veĺina jona prelaznih metala (TM) sa delimiļno popunjenim d-

orbitalama moģe manifestovati razliļit spinski multiplicitet u osnovnom stanju, tj. 

razliļita spinska stanja. Identitet osnovnog spinskog stanja i analiza i opis bliskih spinskih 

stanja razliļitog multipliciteta su od kljuļnog znaļaja za razumevanje mikroskopskog 

porekla reaktivnosti, elektrohemijskih osobina, fotohemijskog ponaġanja biomolekula, 

industrijske katalize i spin-crossover (SCO) jedinjenja. MeĽutim, razjaġnjavanje uloge i 

efekta razliļitih spinskih stanja na osobine sistema, pa ļak i samo odreĽivanje osnovnog 

spinskog stanja je komplikovan zadatak sa eksperimentalne kao i teorijske taļke glediġta. 

Teorija funkcionala gustine (DFT) postala je kljuļna teorijska metoda za analizu 

komplikovane elektronske strukture koordinacionih jedinjenja, uglavnom zbog toga ġto 

pruģa dobar kompromis izmeĽu utroġenog raļunarskog vremena i ostvarene preciznosti. 

Problemi u primeni DFT-a za spinska stanja prvi put su zabeleģeni 2001.godine i 

zakljuļeno je da stariji funkcionali, koje se zasnivaju na generalizovanom gradijentu (eng. 

Generalized Gradient Approximation - GGA) favorizuju stanja sa niskim spinom, dok 

hibridni funkcionali, koji imaju ukljuļen deo interakcije izmene iz Harti-Foka, favorizuju 

stanja sa visokim spinom. U narednim godinama, mnogi aproksimativni funkcionali 

gustine (DFA) su pokazali umereni uspeh, ali uglavnom neuspehe u pokuġajima da opiġu 

problem bliskih spinskih stanja u kompleksima prelaznih metala. U 2004, 

kombinovanjem relativno novog funkcionala koji opisuje interakciju izmene, OPTX, sa 

PBE funkcionalom za opis korelacije, dobijeni su odliļni rezultati za spinska stanja 

kompleksa gvoģĽa, ļime je stvoren novi DFA (OPBE). Kako se OPBE pokazao vrlo 

dobro za opisivanje spinskih stanja, a kasnije i za SN2 reakcione barijere, kombinovan je 

sa PBE koji se dobro pokazao za opis nekovalentnih interakcija. Nakon dodavanja 

Grimme-ove D2 disperzione energije, napravljen je SSB-D funkctional. Naredna 



 

podeġavanja, u cilju poboljġavanja numeriļke stabilnosti, kao i dodatak  Grimme-ove D3 

disperzione energije, su dovele do njegovog naslednika S12g funkcionala. 

Jedna od vodeĺih ideja ove disertacije je temeljna validacija DFA jedinstveno 

dizajniranih za spinska stanja (OPBE, SSB-D and S12g) i predviĽanje raļunarskih 

protokola za precizno odreĽivanje geometrija, spinskih stanja i svih povezanih svojstava 

TM jedinjenja. 

Izvedena je sistematiļna validaciona studija za energije spinskih stanja devet kompleksa 

gvoģĽa koji eksperimentalno pokazuju razliļita osnovna spinska stanja i predstavljaju 

biomimetiļka jedinjenja P450cam i enzima sa srodnim aktivnim mestima. Prouļavanje 

ovih komplikovanih sistema omoguĺilo je dublji uvid u performanse S12g DFA. Naredni 

korak je podrazumevao detaljnu analizu uticaja spinskih stanja i naelektrisanja liganda na 

koordinacionu hemiju kompleksa MnII, FeII / FeIII , CoII, NiII, CuII i ZnII sa 2,6-diacetil-

piridin-bis(semioksamazid)-nim ligadnom i njegovim mono- i di-anjonskim analozima. 

Kompleksi polidentatnih acilhidrazonskih liganada sa d-metalima su posebno zanimljivi 

jer imaju nesvakidaġnje strukturne karakteristike koje dovode do izuzetno raznovrsnih 

aplikacija. Analize su pokazale izuzetne karakteristike, ukljuļujuĺi znaļajan uticaj 

spinskih stanja na koordinaciju liganda i razloge koji stoje iza opaģanih trendova i 

ponaġanja u prvoj seriji prelaznih metala. Nadalje, analizirali smo i objasnili trendove u 

energetici spinskih stanja u polipirazolilborato kompleksima prve serije prelaznih metala. 

Efekti supstitucije na poloģaje 3 i 5 pirazolilskog prstena su takoĽe istraģivani, kao i uticaj 

Jahn-Teller-ove distorzije na redosled spinskih stanja ġto sve zajedno daje dublji uvid u 

hemiju ovih vaģnih enzimskih mimetika i SCO jedinjenja. Sve validacione studije su nas 

usmerile ka najboljem DFA (S12g) za prouļavanje mehanizma katalitiļkog ciklusa 

molekula koji su mimetici katehol-dioksigenaze. Ispitani su detalji katalitiļkog ciklusa, 

sa svim moguĺim spinskim stanjima i oba moguĺa katalitiļka puta, intradiolni i 

ekstradiolni. 

Predstavljena metodologiʿʘ, dobijeni rezultati, kao i njihovʘ racionalizacijʘ  predstavljaju 

joġ jedan korak ka krajnjem cilju, razumevanju i dostizanju kontrole spinskih stanja 

jedinjenja prelaznih metala i preciznog dizajniranja TM jedinjenja sa ģeljenim 

svojstvima.  
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1. Introduction  

 

The beauty and the diversity of the transition metal chemistry lie up in the fact that 

small changes in the central metal environment can produce significantly different 

properties. The origin of this behavior can be traced back to the electronic structure. 

Molecular orbitals that originate from metal d-orbitals have just the right energy 

separation that makes various electron arrangements relatively close in energy and thus it 

is relatively easy to affect properties, spectra and reactions of these compounds. 

From the various electron arrangements that have been mentioned, arise the states with 

different spin multiplicity. The understanding of the nature and behavior of these states, 

coupled with prediction of their influence on spectroscopy and properties of transition-

metal complexes is one of the main goals of modern inorganic chemistry. Their 

significance arises both from the fundamental aspect and various applications in material 

design, biomolecular science and catalysis. It is noteworthy to mention that, despite great 

progress in the development of the different experimental techniques, the experimental 

(mainly magnetic and spectroscopic) characterization of the spin multiplicity of important 

intermediates and reactive species is still far from a trivial task. As a consequence, the 

theoretical prediction, analysis and interpretation of close lying spin states represent a 

natural complementary approach. Unfortunately, the theory has its own inherent problems 

and limitations. State of the art ab initio methods are very accurate, but are generally too 

computationally expensive for interesting transition metal systems, unless drastic 

simplifications and approximations are made. Density functional theory (DFT) represents 

a good compromise between accuracy and computational cost, but most Density 

Functional Approximations (DFAs), developed for main group elements show unwanted 

tendencies toward some particular spin state. ADDIN EN.CITE   The description of this 

phenomena and the rational analysis on the basis of DFT is not a trivial task, and one of 

the aims of this work is the thorough validation of different DFAs, specifically designed 

for spin states, as well as other modern DFAs on the properties of biomimetic model 

complexes and potential spin crossover (SCO) systems. 

As a final point, the thorough analysis of different close lying spin states on a catalytic 

mechanism of well-described model compound that mimics the catalytic cycles of the 

important O2 activating enzyme class. To do so, the level of theory that has proven to be 
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the most accurate in the validation studies performed in the first part of this thesis was 

utilized. 

Whenever there is a possibility of degenerate spin state, the analysis of the Jahn-Teller 

effect on the spin state ordering and the overall molecular properties was also examined. 

The thesis is divided in an introductory part containing Chapters 2 and 3, followed by the 

results and discussion part, contained in Chapter 4, and general conclusion presented in 

Chapter 5. Chapter 2 describes the origin, misconceptions, significance and the nature of 

the concept of the spin states in chemistry, with special emphasis on transition metal 

compounds. As a methodological introduction, Chapter 3 contains theoretical basics of 

quantum chemical description of electronic structure, again, with special emphasis on the 

tendencies in the description of spin states and their fundamental origin. Challenging 

systems and biomimetics for the P450 pathway are analyzed and used for methodology 

validation (Chapter 4-1), together with exotic, first row series of biomimetic seven 

coordinate complexes with flexible ligand that can bind to metal in various ways and 

protonated forms (Chapter 4-2) and entire first row series important SCO candidates and 

small molecules enzyme mimetics, scorpionate complexes, 4-3. Chapter 4-4 constitutes 

the central part of the work and examines the effect of different close lying spin states on 

a catalytic cycle of catechol dioxygenase biomimetics with different selectivity. 
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2. Spin States in Chemistry 

 

All but simplest one electron systems have more than one electronic state with different 

spin multiplicity (spin state) available. The simple illustration is given in Figure 2-1, 

where, for example, two electrons can be in paired (singlet, a)) state or unpaired (triplet, 

b)) state.  

 

........................................... ...... ....

......... ........................................

) )

. ....

a b ¬

¬® ¬

 

Figure 2-1 Two examples of electron arangements in two electron-two level system 

 

Generally, the arrangement with maximal number of unpaired electrons is the high spin 

(HS) state, the low spin (LS) state have minimal number of unpaired electrons and any 

intermediate arrangement is called the intermediate (IS) spin state.1 In coordination 

compounds, molecular orbitals that originate from metal d-orbitals have just the right 

energy separation that makes these arrangements relatively close in energy and very 

important for properties, spectra and reactions of these compounds. This is the reason that 

discussion of spin states is most often connected with transition metal chemistry, since in 

ñeverydayò bio-organic molecules all electrons are paired and other arrangements are 

significantly higher in energy.  Close lying HS and LS spin electronic configurations of 

a first row, octahedral transition metal (TM) complexes is depicted in Figure 2-2. 
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Figure 2-2 HS and LS spin electronic configurations that are relatively close in energy 

for a first row TM octahedral complexes 

 

2.1. Spin states in main group chemistry 

 

Although this area of spin state research have drawn much less attention than coordination 

chemistry, there are important exceptions of main group compounds that have a close 

lying spin states.2-4 Among the diatomic molecules, the triplet ground state of oxygen is 

most important example. The relative inertness of O2 arises from the fact that most of the 

everyday compounds are in a singlet ground statei and the reaction with 3O2 is spin 

forbidden (otherwise, everything would just burst into flame). It is not surprising that all 

the enzymes in the body that utilize oxygen for certain transformations, possess a TM in 

their active site, since these have many close lying spin states available and can react with 

oxygen in a spin-allowed manner. Also, the excited 1O2 is much more reactive oxidant 

and as such have found many application in organic synthesis.  

Second important example could be carbenes which are very important intermediates in 

many organic reactions.4 The structural parameters, electronic properties an reactivity are 

strikingly different for singlet and triplet state.5 The simplified schematic representation 

of triplet and singlet carbines is given in Figure 2-3 a) and b). Bond angle can be up to 

                                                           
i Spin multiplicity is defined as 2S+1, where S is the spin quantum number. First few examples include: 

Singlet (2S+1=1), doublet (2S+1=2), triplet (2S+1=3), quartet (2S+1=4)é 
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180o with triplet carbons and as low as 120o with singlet ground state. Ground state 

preference can be qualitatively predicted if we note that -́donor substituents (halogens, 

oxygen and nitrogen) stabilize singlet carbenes by electron donation to a empty orbital, 

Figure 2-3 c).5 As we mentioned, the reactivity and mechanistic preferencies of singlete 

and triplete carbenes are complementary: while singlet carbenes often participate in 

concerted reactions triplet analogs follow step by step mechanisams. The experimental 

procedures play an important roll in determinating the spin state of carbenes, because, 

depending of reaction conditions, the carbene intermediate doesnôt have to be formed in 

itôs ground state.5 

            a)                                              b)                                          c) 

                        

Figure 2-3 Schematic representation of: a) carbene that have triplet ground state, b) 

carbene that have a singlet ground state and c) stabilization interaction between ˊ-

donor group with singlet carbine. 

                               

2.2. Spin states in transition metal complexes 

 

As already mentioned, when it comes to the coordination chemistry, its power lies in the 

ability to make small changes in a metal ion environment and produce significant changes 

when it comes to the properties.1,6,7  Due to its various applications in medicine, catalysis 

and photonics, biology, studies on transition metal have achieved considerable results.1 

Also, some transition metal ions with partially filled d shells will have the ground state 

of different spin multiplicity in different coordination environments, and even under the 

influence of external factors, like pressure and temperature. Metal spin states represent, 

without a doubt, enormously significant research area, that have a central role in the 

important research fields, such as the function of biomolecules and their reactivity, 

industrial catalysis and spin crossover compounds.  A lot of mentioned properties can 
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provide excellent possibilities for novel, switchable materials with applications when it 

comes to the possibility of computer storage and display devices.  Being able to discover, 

learn about and present to the scientific world the essence of spin states preferences in the 

manifold of close lying electron arrangements is one of the most important and 

challenging endeavors both from theoretical and experimental point of view.  

When it comes to the current state of knowledge, spin states have very important role in 

enzymatic reactions, metal-oxo complexes, in spin crossover compounds and we can even 

talk about spin-state catalysis where different reactions take place for different spin 

states.1,8,9 A wide range of heme-containing proteins perform a lot of different functions 

such as electron transfer, oxygen transfer and storage, gas sensing, gene regulation and 

catalysis.1 When it comes to the matter of catalysis, the active complex often involves a 

metal-oxo  (M=O) species like, for example, in horse radish peroxidase, catalase and 

cytochrome P450.8,10,11 The family and subfamilies of cytochrome P450 have two wide 

functional roles: inside of catabolic pathways they initiate the constructive cleavage of 

various environmental compounds, both for usage as food or means of detoxification.10,11  

Mentioned enzymes are the main cause of the phase I metabolism of nearly 75% of known 

pharmaceuticals. Due to its discovery, these P450s have drawn attention of the 

considerable research community such as pharmacologists and medicinal chemists, 

biophysical chemists, toxicologists, chemists and biochemists.  Most studied enzyme 

from this family is P450cam which shows very interesting catalytic cycle that involves a 

number of spin flips. One thing in particular must be mentioned:  the catalytic mechanism 

of these enzymes is mostly poorly understood when it comes to the matter of spin state 

and the effect this may have on the functioning of the enzymes.10,11  

Like many others, various reactions such as halogenation, desaturation, cyclization, 

epoxidation and decarboxylation can involve oxoiron species.1 The synthesis of well-

examined model compounds can provide crucial informations when it comes to the 

mechanism of biological and chemical oxidation reactions. Also, when it comes to the 

spin states in the enzyme active center and in small molecule biomimetic, the enzymatic 

species are high-spin and others have intermediate spin, computational chemistry has 

contributed in a lot of different ways researching the properties of these reactive 

intermediates and their various mechanisms making the way of scientific, theoretical and 

experimental success.12 
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As we mentioned, one of two possible spin states can occur: high spin (HS) with a highest 

number of unpaired electrons or low spin (LS) with less (or none of) unpaired electrons. 

In a particular set of circumstances, both states are close enough in energy such that an 

external influence like pressure or heat can induce a spin-state change or spin crossover 

(SCO).9,13  The  compounds with SCO properties can be utilized as single-molecule 

switches/sensors.9  The computational design of new spin crossover and Light-Induced 

Excited Spin State Trapped (LIESST) materials is a new field with excessive interest 

when it comes to data storage, molecular electronics and quantum computation.14  

 

2.2.1. Crystal field theory 

 

The first (and the simplest) theory that managed to explain the electronic structure, 

magnetic properties and spectra of simple TM compounds is crystal field theory 

(CFT).6,7,15-17 By CFT, only atomic d-orbitals on a TM center are considered, and the 

effect of ligand environment is introduced as a simple electrostatic perturbation, i.e. 

ligands are considered as point charges. In the same time, the effect of electron-electron 

interaction (and spin-orbit interaction) needs to be taken into account to produce at least 

a qualitative model that explains the behavior of coordination compounds.  

If we first introduce just the spherical electrostatic perturbation with negative ñligandsò, 

energies of all five d-orbitals increase. In octahedral environment, two orbitals have 

higher energy, compared to the barycenter, while three of them will be bellow this level. 

The splitting between the two energy levels is defined as ȹo or 10 Dq (Figure 2-4).  
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Figure 2-4 The interaction of a free metal ion in the gas phase with a sphere of negative 

charge causes the energy of the d-orbitals to increase. Redistribution of the negative 

charge in an octahedral CF causes some of the orbitals to be raised with respect to the 

barycenter, while others are stabilized. The splitting between the two energy levels is 

defined as ȹo or 10 Dq. 

 

 

The automatic interpretation suggests that if  the splitting is large enough (and in CFT it 

depends of the metal and ligand charge and their separation) the electrons will 

accommodate the lower t2g orbital, and if the splitting is smaller compared to     pairing 

energy, some electrons will go to the eg double degenerate level. The enormous 

simplicity, the biggest advantage of CFT formalism is also itôs biggest drawback. Is is 

obvious that metal ligand interactions can not be properly approximated with simply 

considering only pure d-orbitals surrounded with just the point charges.  
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2.2.2. Experimental trends 

 

It is a well known and universally accepted empirical fact that, for octahedral 

coordination,  Mn2+ and Mn3+ form almost entirely HS complexes while Co3+ is in a LS 

state in all but one complex,  [CoF6]
3-.18,19 These observation cannot be explained with 

simple difference in charge of the metal ion and ȹo. Also, naively, there should be much 

more pronounced tendency toward the LS ground state for Fe3+ comparing to Fe2+ as a 

consequence of metal charge. This is not the case.18,19 

 

2.2.3. Ligand field theory 

 

Ligand field theory (LFT) can be regarded as extension of CFT which takes the 

complexity of metal-ligand interaction into account, but only implicitly (by using 

swichable parameters, vide infra).20-23 LFT suggests the answer to CFT problems in the 

language of simple coordination chemistry, the electron-electron repulsion (pairing 

energy, Ʉ) is different when we move from d4 to d7 electronic configuration (where more 

spin states are accessible).6,15 Pairing energy can be defined as the energy difference 

between the lowest energy states of a given multiplicity (when we take in account only 

electron-electron interaction), divided by the number of of pairings destroyed by the low-

spin Ÿ high-spin transition. Pairing energy for electronic configurations that can have 

close lying spin states, can be expressed using Racah parameters (Scheme 2-1):15 

4

5

6

7

( ) 6 5

( ) 7.5 5

( ) 2.5 4

( ) 4 4

d B C

d B C

d B C

d B C

P = +

P = +

P = +

P = +

    

Scheme 2-1 First order expressions of Ʉ in terms of Racahôs parameters B and C. 

 

If we assume that B is similar in different dn confirgurations and that that C å 4B, we can 

inspect the compare electron-electron repulsion for every configuration from Figure 2-2. 

As we can see the interelectronic repulsion is almost the same for d4 and d5 but it is much 

smaller for d6 (which is close to d7), Scheme 2-2. 
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4 5 6 74 ( ) 26 ( ) 27.5 ( ) 18.5 ( ) 20C B d B d B d B d Bº ÝP = º P = > P = º P = 

Scheme 2-2 Trends of changes in Ʉ when we go from d4 to d7 electronic configuration, 

under assumption that C å 4B. 

 

We can account for the origin of this trend in an intuitively clear manner by simply 

considering the change in exchange and Coulomb contributions. But, it is important to 

note that this is just a qualitative consideration, and that energy two-electron contributions 

for multideterminenal electronic states have to be obtained by calculating the expectation 

value of the two electron operator. 

Under the assumption of spherical symmetry (which is assumed when Racah parameters 

are utilized) there are only two Coulomb interactions (the stronger one is when electrons 

are in same orbital) and only one exchange contribution, Figure 2-5. 

 

 

Figure 2-5 Schematic representation for only possible types of Coulombôs  and 

Exchange interaction, under the framework of the spherical symmetry (Eg-Eg 

interaction is the same as Eg-T2g and T2g-T2g). J(ǒǒ) represent Columb interaction 

between electrons in same orbital,  J(ǒ  ǒ) represent Columb interaction between 

electrons that are not in same orbital, and K represents exchange interaction. 

 

Once again, we need to stress that this is just a simple, qualitative demonstrations, and 

that even the assumption from Figure 2-5 is far from valid. The adventage of this 

approach, beside simplicity, is that itôs fundations lie in electron counting procedure that 

is very close to chemical intuition. 

Now we can easily estimate the pairing energy for configurations d4-d7. We will obtain 

that d6 and d7 should indeed have a smaller pairing energy since one less exchange 
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contribution is lost than in d4 and d5. This provides very simple and understandable 

explanation to a well known and documented chemical trend and behaviour, Figure 2-6. 

The interactions among electrons that donôt participate in the changing of the spin state 

(blue color) are not included since they contribute equally to both spin states and cancel 

out when we calculate Ʉ. ( Figure 2-6). Thus,  only interaction or red electrons among 

themself and with blue electrons are considered (for example in d6, placing the two red 

electrons in eg contributes with 9 week Coulomb interactions- one  red-red and 8 red blue, 

and 7 exchange interactions- 1 red-red and 6 red-blue). 

Bellow are two examples of obtaining the expressions for pairing energy by counting the 

exchange and Coulomb contributions for HS and LS state in d4 and d6 configurations. 

 

( )

4 4

4 4

4

3 3 , 2

3

HS LS

d d

LS HS

d d

E J K E J J

d E E J J K

¶ ¶ ¶¶ ¶ ¶

¶¶ ¶¶

= - = +

P = - = - +
 

Scheme 2-3 Derivation of pairing energy expression from Figure 2-5, for d4 

configuration. 

 

( )

6 6

4 46

9 7 , 2 7 3

2
2
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d d
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d d

E J K E J J K

E E
d J J K

¶ ¶ ¶

¶ ¶

¶ ¶ ¶

¶ ¶

= - = + -

-
P = = - +

 

Scheme 2-4 Derivation of pairing energy expression from Figure 2-5, for d6 

configuration. 
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Figure 2-6 Schematic representation and qualitative explanation of different pairing 

energies for d6 and d7 vs. d4 and d5 configurations.  
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3. Theoretical and Methodological Background 

 

Quantum mechanical (QM) modeling has become a widely accepted approach to 

obtain the knowledge that is either not easily available through experiments, or to reduce 

the cost associated with the synthesis, characterization and testing of the potential 

candidates for the desired application. But, most of all, it has become the mean to 

understand the origin of the molecular properties, and to derive the connection between 

the electronic structure and macroscopic observables. As a consequence, it has grown into 

a tool to anticipate how fine-tuning in the molecular structure can affect the phenomenon 

we are interested in.   

The quantum mechanical methods that donôt utilize any system dependent 

empirical parameters are often referred to as ab initio methods. These methods can be 

categorized into two main divisions:24  

1) the ones that are wrapped around the wavefunction as a central quantity, and  

2) the ones that utilize the electron density, as a much simpler and intuitively closer 

starting point  

In theory, both approaches should be able to give the same exact energy and any 

observables we are interested in. Unfortunately, since the basic equations of quantum 

mechanics are not exactly solvable for anything but a few simple model systems, both 

methodologies are essentially trying to find the best approximate approach for QM 

description of real-world problems and observations. The wavefunction based approaches 

have the advantages that they are systematically improvable, and as a consequence, they 

are considered to be highly accurate and very reliable. Their disadvantage is the fact that 

they are very time consuming and limited by system size, thus there is a need for accurate, 

versatile, but less time consuming methodology.  

The methodological direction that utilizes the electron density as a central quantity is 

based on Density Functional Theory (DFT), which originated in late 1920s in the works 

of Thomas, Fermi, Dirac and Wigner that stated that the electronic energy can be 

expressed solely in terms of the density.24-28 In the next chapters simplified and very brief 

treatment of these milestones of modern molecular quantum mechanics will be given. 
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3.1. Schrºdinger equation 

 

The Schrºdinger equation (SE) is the basic equation of the non-relativistic quantum 

mechanics and completely describes dynamics of micro-particles. Similarly as Newtonôs 

or Maxwellôs equations, that represent the foundation of classical physics, the SE cannot 

be strictly derived (although there are many textbook derivations, they are more an 

intuitive tool to help the understanding, than a general path toward the SE). The most 

general form of the SE is time dependent SE:29 

 

Ĕi H
t

y
y

µ
=

µ
 

Equation 3-1 

  

 

where yrepresents the wavefunction, that encapsulates all assessable information 

concerning the micro-objects, and H is the Hamiltonian operator, that can be constructed 

by the correspondence with the classical energy expression.ii  

If the wavefunction does not explicitly have the time dependence, the SE can be easily 

converted to the time independent version in which the energy is simply the eigenvalue 

of the Hamiltonian, with the wavefunction being the corresponding eigenfunction 

(eigenvector).29,30  

 

H Ey y=  

Equation 3-2 

 

Hamiltonian can be constructed for any system configuration, but the complexity of the 

obtained differential equation prevents the exact solvability, except in trivially simple 

cases.29 It is instructive to note that the difficulty that arises when we attempt to solve the 

SE for the system that has more than one electron is not some exotic quantum mechanical 

                                                           
ii For example, in position representation, the Hamiltonian can be constructed from the energy expression 

if we make the substitution 
x

d
x x, p i

dx
­ ­-

(and analogous for y and z). If the Hamiltonian contains 

mixed terms (product of momentum and coordinate), the correspondence is more complicated.  
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complexity but originates from the three body problem that does not have analytical 

solutions even in the classical mechanics. This problem is elegantly bypassed for the one 

electron systems even with several nucleus by translating the coordinate system to the 

center of mass, and assuming the fixed nucleiiii  , thus following only the motion of 

electron and leading to effectively one particle problem. 

 

To summarize, for every problem, Hamiltonian is easily constructed, but the 

difficulty arises in the follow up process of obtaining energy and wavefunction. 

Wavefunction can be a function of time, position and momentum of a system, ( ), ,t r py

can be real, but is most often complex and has no physical interpretation. Following the 

Borns interpretation, we can assign the physical meaning to the
2yy y* = , that is a real 

quantity, and can be interpreted as a probability distribution of a particle, meaning that 

the probability of finding a particle in a differential volume element dV  is proportional 

to
2dVy . The space on which Hamiltonianiv operate must be specified, or otherwise we 

would be dealing with undefined objects. A complete inner-product space (Hilbert space) 

takes a central position in quantum mechanics by providing the framework for the 

operators (that represent measurable quantites) and their corresponding eigenfunctions 

(that represent states of the system).29 The fact that the state space is a vector space makes 

QM so different from classical physics and naturally brings many fundamental and new 

properties, such as the possability for a state to be linear combination of other states. 

In quantum mechanics, as distinct from classical picture, different results can be 

obtained when order of action of some operators in reversed, i.e. if we use x and y 

components of angular momentum as an example,x z z xL L L Ly y¸ . These operators do 

not commute (specialy, in our example[ ] 0x z x z z xL L L L L L= - )̧, and their eigenvalues 

can not be simultaneously accurately measured (Heisenbergôs uncertainty principle).29 

The operators that commute with the Hamiltonian of the system, (can) have time 

independent expectation values and their eigenvalues are good quantum numbers.29 

 

                                                           
iii  i.e. that nuclei move much slower than electrons and that SE can be separated into electronic and 

nuclear part. This is a basis of the Born Oppenheimer approximation 
iv and other Hermitian operators, that have only real eigenvalues and represent the observables 
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3.2. HartreeïFock method 

 

The three body problem prevents the solubility of the SE for any system larger than H2
+ 

ion. Since almost all atoms and molecules fall into that category, it was natural that there 

were many attempts to develop a reliable and accurate way of obtaining approximate 

solutions to the SE. One of the most successful is the self-consisted field (SCF) Hartree-

Fock (HF) approach, that expands the trial multielectron wavefunction as a Slater 

determinant (SD) composed of one electron wavefunctions (molecular orbitals).31  As an 

example, the simplest version of SD for the Ne atom (electronic configuration

2 2 6
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Expanding the general determinant in the form of permutations of electron positions 

easily highlights that only single and two electron permutations contribute to the ground 

state energy (since different orbitals are orthogonal and these matrix elements can only 

survive if they are coupled by one- and two- electron operators).30,31 Variational 

minimization of the energy expression generates a set of integro-differential eigenvalue 

equations called Hartree-Fock equations:31 

 

i i i iFf ef=  

Equation 3-3 

Where iF  is so called Fock operator. if is oneelectron wavefunction and theie is the 

corresponding orbital energy. The three body problem is circumvented by calculating the 

interaction of one electron with the smeared cloud of electron density originating from all 
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other electrons, thus obtaining density distribution of electron under consideration. The 

entire process is than repeated until self-consistency.  

 The operator for the electron in orbital i that takes the following form:  

( )
1 1 1

i ij ij

i i j

F h J K
= = =

= + -ä ää  

Equation 3-4 

 

With ih being the one electron term, incorporating all the contibutions beside electron 

electron interactions and liJ  and liK are, respectively, Coulumb and Exchange matrix 

elements. 

 

() () () () () ()* 3 * * 3 3

1 1 1 2 1 2 1 2 1 2

12

1
( )ij j i j j i i jK r r r d r r r r r d rd rK

r
f f f f f f= =ñ ññ  

Equation 3-5 

 

 

() ()() () () () ()* 3 * * 3 3

1 1 1 2 1 2 2 1 1 2

12

1
li j i j i i jiJ r r r d r r r r r d rd rJ

r
f f f f f f= =ñ ññ  

Equation 3-6 

Coulomb contribution represents the classical Coulomb electron-electron repulsion term 

and the Exchange contribution is a consequence of the antisymetrized wavefunction and 

the inability of two electrons of the same spin to occupy the same region of space (so 

called the Exchange hole).v The Exchange contribution stabilizes the configurations with 

the maximum number same spin electrons. It should be noted that in the HF framework, 

the total energy is not the simple sum of orbital energies, because then the electronï

electron interactions would be double counted (i.e. the interaction between electrons i and 

j would be accounted both in the energy of the orbital with electron i and orbitald with 

electron j).  

                                                           
v when we expand spinorbital and separate spatial and spin contributions, immediately follow that 0liK ¸   

only if two considered electrons have the same spin function, so 
liK  exists only with same spin electrons 
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Before considering interplay of these contribution on the energy of states with different 

spin multiplicity and inherent problems of the Hartree-Fock formalism, we are just going 

to note that in the expresion for the Fock operator ijJ  and the ijK are not constrained by 

i j̧  and the term describing the interaction of electrons with itself naturally emerge, iiJ  

and iiK , but, luckily, they exactly cancel out since ii iiJ K= . 

 

The main drawback of the Hartree-Fock theory is, of course, in the step where it had to 

approximate the exact particle-particle interaction with the interaction one electron with 

the smeared cloud of electron density originating from all other electrons. This 

incorporated the physically wrong assumption in the heart of HF theory: since the electron 

is interacting with the average density distribution of the other electron, there is the same 

probability for these two electrons to be one next to each other and at very distant points.31 

This is, naturally, not correct. The electrons correlate their motion, thus reducing the 

electron-electron repulsion (Coulomb hole).32 The exchange hole is captured with the 

asymmetry of the starting wawefunction, but there is not enough variational flexibility in 

the HF formalism to capture the Coulomb hole and the HF energy is always higher then 

the real energy of the system under consideration. The absence of any kind of correlation 

between the electrons of the opposite spin, as opposed to some degree of correlation for 

the same spin electrons leads to the artificial stabilization of the configurations with more 

unpaired electrons at HF level of theory.4 

 

3.3. Post-HartreeïFock methods 

 

All post HF methods have a goal to capture the part of electron correlation missing in the 

original HF methodology.15,33,34 The electron correlation is often categorized into two 

divisions: static correlation (originating from inadequate single determinant description 

of the ground state) and dynamical correlation (which is a consequence of electrons 

correlating their motion because of electron-electron repulsion).32,33 The most popular 

post HF methods that are utilized in modern quantum chemical program packages are 

based on: various flavours of configuration interaction (CI) approach, MßllerïPlesset 

perturbation theory (MP), coupled cluster (CC) methodology, or their combination, vide 

infra. All forms of CI are good in retrieving static correlation but differ by the amount of 
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dynamical correlation that is taken into account. MP and CC methods in their most simple 

and most often used form only deal with dynamical correlation. In MP approach, 

Hamiltonian is expressed in a perturbative formH F P= +, where F is a Fock operator 

and P is a perturbation that represents a difference between real electron-electron 

repulsion and an average one:  

 

( )

2
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1
;

e e

average repulsion
repu
exact

V

e e

i ij ij i i

i
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Equation 3-7 

 

2e e e eP H F V V- -= - = -  

Equation 3-8 

 

It can be easily deduced that the combination of zeroth order energy and first perturbative 

correction are equal to the HF energy 
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Equation 3-9 

 

The first contribution to the electron correlation is the second order correction (MP2): 
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Equation 3-10 

 

MP2 captures a considerable amount of dynamical correlation and it is not significantly 

more computationally expensive than HF. Since MP is perturbative and not a variational 
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approach, we donôt know if our energy (regardless of order of correction) is lower or 

higher than the exact one. The most important source of problems are the systems where 

electron correlation is too large and perturbative approach is no longer applicable (and 

the consequence can be divergent behavior of the MP expansion).  

In the full configuration interaction (FCI) the wavefunction is a linear combination of all 

Slater determinants obtained by all possible electron excitations: 
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Equation 3-11 

 

where k

iF  are the Slater determinants with 1, 2, 3, é excited electrones. The coefficients  

k

ic  are found by variationally optimizing the energy 

 

CI

Ĕ
min

FCI FCI

FCI FCI

H
E

Y Y
=

Y YC
. 

Equation 3-12 

 

The schematic representation of few single and double excitations from refernce HF 

configuration is given below. (Figure 3-1) 
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Figure 3-1 The schematic representation of single and double excitations from refernce 

HF configuration 

 

 

The FCI solution is the exact solution of the SE (for a given basis set), but it is too 

computationally demanding and can be used only for systems that have only few 

electrons. If we limit ourself to only one and two electron excitations we arrive at CISD  
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Equation 3-13 

 

where k

iF  and 
kl

ijF  are Slater determinants with single and double excitations.  

The computational cost of these methods is greatly reduced if we use only the most 

important SDs in the CI procedure by selecting the appropriate active space and restricting 

the number and type of some additional excitations, complete active space (CAS) and 
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restricted active space (RAS) methodologies. They can be additionally improved by 

perturbative treatment in order to include more dynamical correlation (CASPT2 and 

NEVPT2).  

 

In coupled cluster, the wavefunction is expressed in a form  

 

Ĕ
CC T

refe= Y  

Equation 3-14 

 

where refY  is usually Hartree Fock reference. TĔ is called the cluster operator and is 

a sum of excitation operators with their associated coefficients.  

 

1 2
Ĕ Ĕ ĔT T T= + + 

Equation 3-15 

 

Thus, 1
ĔT  includes all single excitations 

. .
À

1
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it  are the associated 

coefficients, and 
À

ka  and ia  denote creation and annihilation operators, 2
ĔT  includes all 

double excitations 
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i k i j k l

T t a a a a
< <

=ääää   and so on. If we only take into 

account the single and double excitations, we get CCSD. It is important to understand that 

even in the truncated CCSD approach, contributions from higher excitations are partially 

included as the product of a single and a double excitation yields a triple excitation. Since 

it is not a variation method, the convergence towards the exact result is not necessarily 

from above. CCSD can be perturbationaly corrected for the contribution of triple 

excitations, labeled CCSD(T), and a much smaller computational cost compared to exact 

CCSDT and excellent performance (which is partially a consequence of some favorable 

error cancelation) made this method a gold standard for the accurate ab initio single 

reference calculation.  
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The coupled cluster energy is given by 

 

Ĕ Ĕ Ĕ

1 0 0 1

Ĕ Ĕ

ref ref

T T T

ref ref CC ref ref CC ref refHe E e E He

= Y Y + + + =

Y Y = Y Y Ý = Y Y 

Equation 3-16 

 

The coefficients of the excitation operators are found by 

 

Ĕ Ĕ( )exp( ) 0e CC refH E TF - Y = 

Equation 3-17 

 

with configurations eF  from the appropriate excitation space. 

 

3.4. Density Functional Theory 

 

The wavefunction of an N-electron system depends on 3N spatial- and N spin- 

coordinates, and in order to obtained physical observables, integrals over all these 

coordinates need to be calculated. Deeper analysis reveals the simple conclusion that 

since the Hamiltonian contains only one- and two-electron terms, any observable can be 

expressed in terms of integrals involving only three and six spatial coordinates. Following 

the beginings of quantum chemistry, in which wavefunction was considered 

indispensable for proper description of micro particle dynamics, maturity of the field 

bought the recognition that the wawefunction contains much more information than we 

actually need. Electron density is not only much simpler than the wavefunction, but also 

it can be experimentally determined. 

Utilizing the wavefunction, the electronic density distribution of i-th electron can be 

simply obtained by integrating over all other electrons (with total n electrons) 
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Equation 3-18 

 

The corner stone of the interest in DFT as a tool for the molecular electronic structure 

calculations and the point that gave the initial momentum in itôs incorporation in the 

language and routines of vast scientific community are two theorems by Hohenberg and 

Kohn developed in the 1960s: 

1. There exists a functional E[ɟ] from which the exact energy (and other 

observables) can be calculated using just the ground state density ɟ. 

 

2. The energy computed from any provided density is highervi than the one obtained 

from the correct ground state density of the system under consideration  

 

For itôs simplicity, the qualitative proof of the above theorems can be found in almost any 

book/chapter/thesis at least partially concerning with DFT.34,35 These two theorems 

provide a conceptual framework for first principle quantum mechanical description of 

system dynamics utilizing different central concept as a way of bypassing wavefunctions. 

Unfortunately, despite itôs exactness, the HohenbergïKohn theorem does not provide any 

prescription on how to obtain  ground state energy from ɟ nor does it tell us how to find 

ɟ if we first donôt have a wavefunction. The exact formulation of this relationship is still 

unknown, and, although it is often used as an argument that if it would be discovered, and 

DFT becomes exact quantum mechanical description, there is no guarantee that it would 

be easier to evaluate observables and densities from it than from the equally exact 

wavefunction approach.  

To follow one attemptvii to express the energy as a functional of electron density we first 

need to introduce the concept of external potential,u. Since the electron density is purely 

electronic quantity, the electron electron interaction is described separately and 

                                                           
vi Or equal, if provided density is identical to the ground state density of the system 
vii Kohn-Sham aproach 
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everything except the interelectronic interaction is labeled as external potential (it is 

produced by charges or fields external to the system of electrons).  

First step is to note that expectation value of sum of external potential contributions,

i

i

V u=ä ,  V Vy y=  can be expressed using density distribution ɟ instead of y. 

If we focus our attention of the i-th electron,   

 

()3 3 3 3 3

1 2

1
... ... ... ...

integrate over all
exept i th electron

i i i n i i id rd r d r d r d r
n
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Equation 3-19 

  

We will consider the electron subjected to the external potential (attraction with the N 

nuclei with charge Za and positionRa) 
i

Z

r R

a

a a

u
-

=
-

ä . The next step is to imagine the 

fictitious Kohn-Sham (KS) system in which there is an external potential 0u that is 

completely identical to one that would be produced by the nuclei, and without electron 

electron interaction. Since we have the expression for the external potential, and there is 

no electron electron interaction, we only have to solve one-electron equation (exactly 

solvable) and generate so called KS spinorbitals. In order to formulate some attempt to 

calculate the electronic ground state energy we need to describe the kinetic energy of the 

electrons, the electron nuclear interaction, the interelectronic repulsion and correct all the 

terms so they could describe the real system instead fictitious one (with noninteracting 

electrones):  

 

[] [] () []3 3 3

0

1

2

i j

i j XC

i j

E T d r d rd r E
r r

rr
r r u r r r= + + +

-
ñ ññ  

Equation 3-20 

 

Corresponding respectively to the electronic kinetic energy of the fictitious KS system, 

the correct Columbic interaction of the electron distribution with external potential, the 

classical Columbic interactions, and the ñexchange-correlationò contribution which 

corrects the former three terms for their neglect of various effects. To get a better 



26 
 

understanding of the scope and limitations of this expression, we will discuss each term 

in some more detail.4,36  

The first term, representing kinetic energy, is very difficult to accurately calculate directly 

from the density, and that is one of the main reasons that the above mentioned KS orbitals 

are introduced (i.e. instead of varying ɟ, we are varying the KS orbitals which determine 

ɟ), although that represents the clear deviation in attempt to represent the energy in terms 

of the density only.  This approach strongly resembles the one incorporated in HF theory, 

and the variationaly obtained occupied KS orbitals resemble molecular orbitals calculated 

by the HF method, and they can be utilized in qualitative MO considerations.  

 Of course, the obtained kinetic energy is by no means exact, since it originates from 

fictitious KS system of non interacting electrons, and it requires additional corrections. 

The term, describing the interaction of the electron density distribution with the external 

potential (nuclei) is exact. The third term is the classical expression for the electrostatic 

interelectronic repulsion energy if the electrons were smeared out into a continuous 

distribution of charge with electron density ɟ . It is essentially identical to the Coulombs 

interaction term in HF theory. The final term, or exchange-correlation functional, should, 

in principle, contain the correction to all the previous contributions. Although the exact 

exchange-correlation functional should incorporate the effect of electronic interactions 

on kinetic energy, in practice, such a term is not explicitly present in most DFAs. It is 

common practice to further separate this XC corrective term to the part corresponding to 

ñexchangeò, EX, and other corresponding to ñcorrelationò, EC. Naturally, the purpose of 

EX term is to correct neglect of exchange in DFT and Ec should take into account the 

existence of Coulomb hole. The different form of the Coulombic and Exchange 

expressions in DFT, as opposed to HF, prevents the perfect cancelation of the fictitious 

self-interaction contributions, and thus, requiring that EX contribution take into account 

this problem as well.  

 

Since the exact form of XC term is unknown, in the rest of the discussion, we will call 

the model Hamiltonians the exchange-correlation (XC) approximations, reserving the 

term exchange-correlation functional for the unknown, exact, formulation of this 

expression. By analogy, various approximations to the Hamiltonian in DFT will be called 

density functional approximations (DFAs). Although, some of them are developed on a 
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basis of constrains emerging from the physical considerations, the more successful ones, 

do contain empirical parameters that must be determined by some means. This is usually 

done by fitting a functional to a few ab initio or experimental atomic properties, although 

it is definitely preferable to include some molecular observables and reactivity patterns. 

For example, the low quality performance of many early functionals for spin state 

energetics of transition metal complexes is partially a consequence of the fact that in the 

fitting procedure during their development, the spin state energetics was never used in a 

data set. The important consequence of the fitted parameters beside the unwanted premise 

of semiempirical character, is that these DFAs cannot be improved in a systematic manner 

(which is a major drawback compared with standard wavefunction theory). Before we 

start discussing the specific DFAs, by using the acronyms under which they are most 

familiar, we mention, that these approximations are often labeled by the initials of the 

quantum chemists who have proposed them. 

  

3.4.1. Jacobôs ladder 

 

Many proposals have been made for the functional form of the EX and EC, and there 

is an enormous list of DFAs arranged into a number of classes with varying levels of 

complexity. We adopt here an order of presentation of exchangeïcorrelation DFAs 

hierarchy, proposed by Perdew, which is most often called a óóJacobôs ladderôô of 

increasing accuracy and sophistication in DFAs design and construction. The steps start 

at the simplest LDA (vide infra) expression and should end up in the hypothetical exact 

functional. ( Figure 3-2) 

 

 

Figure 3-2 Jacobsôs ladder of density functional approximations. 
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3.4.2. Local Spin Density Approximation (LDA) 

 

LDA37 depends solely upon the value of the electron density at each point in space. 

In the framework of this approximation, the energy is obtained from a purely local integral 

over only the simple, point value of the electron density, with separate local exchange

()( )x re r  and correlation terms ()( )c re r .  

 

() ()( ) ()( )( )()LDA 3

xc x cE r r r r d rr e r e r r= +è øê úñ  

Equation 3-21 

 

This relatively simple description emerged from the electrically neutral system of 

homogeneous electron gas over the uniformly smeared out positive charge in a box. This 

model was extensively studied in theoretical physics, has the exact solutions for some 

properties and bears very important similarities with problem of electrons in molecules 

(where electron density is smeared around positive nuclear charge). Of course, the 

electronic density distribution in a molecule is certainly not homogeneous, but to a good 

approximation, locally, we may assume its homogeneity. Within this approximation, the 

analytical expressions for the exchange contribution are available, for example the Slater 

proposed: 
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Equation 3-22 
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Equation 3-23 
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From which we see that exchange energy will be higher (more negative) in the regions of 

higher density. The contribution of the Ec is not that simple and only limiting expressions 

for the density dependence are known exactly. In the limits situations (high- and low-

density that generate infinitely-weak and infinitely-strong correlation), correlation energy 

as a functional of density can be written as34:  
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Equation 3-24 
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Equation 3-25 

 

 

The most common of these correlation DFAs have been parameterized to 

reproduce the highly accurate Monte Carlo results obtained for the simulations of the 

homogeneous electron gas for several intermediate values of the density, while 

reproducing the exactly known limiting behavior. So, for this system with constant 

density, this functional is exact. The combination of the Slater local exchange DFA with 

the correlation contribution obtained by the described manner is often reported to as the 

SVWN (Slater-Vosko-Wilk -Nusair)37 or just as (simple and a little misleading) LDA 

DFA. As is more sophisticated DFAs, the electronïelectron interactions effectively 

includes the electron self-repulsion, because the exchange and correlations contribution 

donôt exactly cancel out as in HF theory. As a simple demonstration, for a H atom 

analyzed with SVWN functional, the Coulomb energy (of one electron with itself) is 

0.298 atomic units (au) while the Slater exchange term is -0.278 au and they almost (but 

not completely) cancel out. 
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Generally, LDA methodology is remarkably accurate when we consider the relative 

simplicity of the energy expression.24,36 For example, it provides good geometries, with 

bond lengths being usually underestimated, which makes it superior to many higher levels 

of theory when considering the geometrical parameters obtained from crystal diffraction 

methods (where bond lengths are contracted by the compact crystal packing). The simple 

properties that crucially depend on the quality of the optimized geometry, like vibrational 

frequencies, charge densities and the Jahn Teller(JT) stabilization parameters are also 

described accurately with LDA. However, the LDA is not a good approximation for 

systems with weak bonds or, generally, the systems with complicated electronic structure, 

like transition metal systems with close lying electronic states of different spin 

multiplicity. The various variants of LDA methodology have been utilized in a broad 

variety of applications for calculations on solid state as well as discrete molecular 

properties.38 

Since density in molecular systems is non-local, and a purely local description is 

obviously insufficient, the further development include also functions of the gradient (

rÐ ) , GGA DFAs, and Laplacian (
2rÐ ) of the density, metaGGA DFAs. Qualitatively, 

the incorporation of the derivatives can be justified by the fact that energy is different in 

regions where density varies rapidly (close to nuclei) compared to those where there are 

no abrupt changes (far away from the nuclei). 

 

3.4.3. Generalized Gradient Approximation (GGA)  

 

There is a great diversity of GGA exchange and correlation DFAs. They differ among 

each other by various design considerations such as   number of parameters, the 

theoretical and experimental data to which the parameters have been adjusted and the 

form of  constraints that have been applied to the nature of the solutions.4,36,38 The typical 

expression for the GGA exchange can be written using the Slaterôs LDA exchange 

contribution, Equation 3-22, by utilizing the enhancement factor, ()F s , that is a function 

of reduced density gradient, s:39 
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Equation 3-26 
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Equation 3-27 

 

 

The reduced density gradient, s, can be understood as a local inhomogeneity parameter.24 

Since it is a quotient of rÐ and 
4

3r  it will have large values in the region where ether 

rÐ is large or the ris small (far away from the nuclei). The 
4

3r  is used so the s would 

be dimensionless quantity.24 One of the more important variations in GGA DFAs is PBE. 

It represents a starting point in development of specialized DFAs, crucial for the subject 

of this thesis, so it will be considered in more details.  The exact form of the ()XPBEF s  

can be written as 

 

(),X 2

1
1 1 ; L / K

1
PBE PBE PBE PBE PBE

PBE

F s K
L s

m
è ø

= + - =é ù
+ê ú

 

Equation 3-28 

 

The expression for the GGA correlation in the same functional can be expressed as  

 

( ) ( ) 3

, , , , tc PBE CE H d rr e r z r zè ø= Ö +ê úñ  

Equation 3-29 

Where z is relative spin polarization
total

r r
z

r
¬ ®
-

= , and H is the gradient contribution to 

the correlation part, which is a function of another dimensionless density gradient, t. 

Gradient contribution to the correlation part can be written in the following form 
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Equation 3-30 

 

And the equations for t and scaling factor ()f zare  
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Equation 3-31 
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Equation 3-32 

We can see that the exchange part contains only s2 term in the denominator while 

correlation contribution contains both t4 and t2.   

 

3.4.4. The metaGGA aproximations 

 

The expression for the EXC in meta-GGA or MGGA DFAs additionaly incorporate the 

Laplacian rD  and/or the kinetic-energy densityt.4,36,38 

 

[] ( )2 3, , ,MGGA

XCE f d rr r r r t= Ð Ðñ  

Equation 3-33 

 

 Just for the sake of demonstration, total density can be easily separated into contributions 

from Ŭ and ɓ spin (as with all other DFAs). 
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Equation 3-34 

It has been demonstrated that these two ingredients carry essentially the same extension 

to the  GGA approach.  Considering the additional complexity of these DFAs, it is a bit 

surprising that they do not have significantly improve accuracy compared to GGA level 

of theory. 

 

3.4.5. The Hybrid DFAs 

 

LDA and many GGA DFAs as an artifact of design give the overbinding and somewhat 

short bond lengths (this is one of the reasons that the results for atomization energies are 

poor). 4,36,38 Since HF have completely opposite trends it is natural to assume that some 

form of combined treatment might bring improved results. The hybrid DFAs are obtained 

by linear combination of the exact exchange interaction calculated from the HF theory 

and Ex and Ec from standard DFAs. The exchange contribution from Eq. 3-4 have the 

following form  
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Equation 3-35 

 

One of the most popular flavors of  hybrid DFAs is B3LYP,40 which is acronim for  

for Becke, 3-parameter, and Lee-Yang-Parr. 

Although the computational cost of hybrids is higher compared to GGA DFAs (but 

this strongly depends of the way that some functionalities are implemented and of general 

characteristics of a particular DFT software), hybrid DFAs, and especially B3LYP are 

widely accepted as a DFT ñgold standardò for accurate property calculation. As a 

consequence, concerning all DFT metodologies, they are by far the most cited and utilized 

among chemistôs comunity. It should be mentioned that B3LYP is not ñgolden standardò 

for systems that contain transition metals.38 HF exchange can be included also in a range-
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separated fashion, where long-range interactions are treated with HF while short range 

interactions are modeled with GGA DFA. 

 

3.4.6. The importance of DFT in modern computational chemistry and physics 

 

After covering the basics in the previous sections of this chapter, we can 

understand why state of the art wavefunction based methods are oftenly regarded as 

methodology of choise for accurate calculations of chemical interest, but that they need 

to be handled by experts in the field and come at great computational expense. Thus, they 

are limited to relatively small systems, if drastic simplifications in basis set or the method 

itself are not introduced. As a consequence, from a broad palette of electronic structure 

methods, Density Functional Theory (DFT) emerged into the mainstream of quantum 

chemical methods, because of its good compromise between the accuracy of the results 

and the computational efficiency. DFT expirienced an explosive growth since the 1990s 

following the development of hardware and software capabilities, see Figure 3-3. In the 

last decade, DFT have become not only a important tool for researchers all over the world, 

but also a inescapable tool in many undergraduate curiculums, as verry accessible, simple 

to use and valuable insight into the electronic, structural, spectroscopic, magnetic and 

mechanistic properties of various chemical proceses and phenomena.viii   ( Figure 3-3) 

 

 

                                                           
viii  For example, there are 192  papers in the Journal of Chemical Education that are in various ways 

utilizing and refering to the Density Functional Theory, but only 10 before 1998 (results are obtained by 

searching the exact phrase ñdensity functionalò)  
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Figure 3-3 The number of publications where the phrase "density functional theory" 

appear in the title or abstract from a Chemical Abstracts search covering the years from 

1977 to 2017. 

 

3.5. Basis sets    

 

Since Schrodinger equation can not be solved analyticaly for anything but trivial 

systems, for virtualy all molecules the trial wavefunction have to be constructed as Slater 

determinant consistring of one-electron functions, molecular orbitals, MOs. These MOs 

are in turn most oftenly expressed as variationaly optimized linear combination of atomic 

orbitals from constituting atoms. This is very reasonable approach, since at large 

internuclear separations, MOs became pure AOs, but have a serious set back in fact that 

we do not know how atomic orbitals look like. Even worse, it was soon discovered that 

unless the continuum was includedix, the only starting point, hydrogen-like orbitals do not 

form a complete set. Among alternatives, the most useful for chemistry are Gaussian type 

basis functions (GTO) and Slater type basis functions (STO).41 Slater type orbitrals have 

the cusp at r=0, i.e. they show correct behaviour, that we expect from atomic orbital. They 

also demonstrate correct behaviour at large values of r (Gaussians don't capture the 

exponential decay (
re- ) naturally, sice they have 

2re-  form). Thus, as a consequence, 

Slater basis functions are closer to the actual solution, and therefore fewer of them are 

needed for accurate resuls. Linear combination of Gaussian basis functions can be used 

to reproduce correct behaviour by curve-fitting to a Slater orbital, but any orbital made 

                                                           
ix continuum demonstrated to be prohibitively challenging to utilize  in real life calculation 
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froom Gaussians have a slope of zero at the origin (Figure 3-4). These discrepancies turn 

out to be very significant in molecular calculations (vide supra). 

The biggest advantage of Gaussian functions is that their integrals can be evaluated 

analytically, and, even more importantly, that a products of Gaussians at different centers 

can be expressed as a one Gaussian function. This enable us to reduce all multi-centered 

integrals to two-centered integrals, which then can be evaluated analytically. 

Unfortunatly, distinct to the wavefunction based methods, matrix elements that 

incorporate exchange correlation potential can not be evaluated analyticaly. As a 

consequence, DFT specialized software (e.g. ADF)42 that utilizes the fact that numerical 

integration can not  be avoided have emerged. They produced the code that utilizes STO 

as basis functions since they are intrinsically the most suitable for electronic structure 

calculations. This makes ADF specially convenient and accurate for the systems where 
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complicated electronic effects and significant contributions from electron correlation are 

pressent, important example being transition metals and their compounds. ( Figure 3-4) 

 

 

Figure 3-4  A hydrogen atom 1s STO can be fit with the three Gaussian functions (that 

is the origin of the STO-3G label). Both the values and the coefficients multiplying the 

Gaussian functions are optimized in the best method. 
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3.6. Spin states and Density Functional Theory 

 

The problem in application of DFT for spin states was first noted in 2001,43 and it 

was concluded that early Generalized Gradient Approximation (GGA) DFAs favored 

low-spin states, while hybrid DFAs including HF exchange favored high-spin states. In 

the following years, many DFAs showed partial success, but mainly failures in attempt to 

tackle the problem of close lying spin states in TM complexes.4,12,44  In 2004, the 

combination of relatively new, OPTX exchange functional,101 with the PBE correlation 

part gave excellent results for the spin states of iron complexes, and hence a new DFA 

was born (OPBE).45,46 

 

Since correlation part of OPBE (OPTX) indicated excelent performance of for spin states, 

and later as well SN2 reaction barriers, it was combined with PBE that gives good results 

for week interactions. After incorporation of Grimmeôs D2 dispersion energy, the SSB-

D functional was created.39 It should be noted that in the new SSB-D DFA, beside 

exchange term with s2, the simplified correlation term that contains only t2 was used 
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Equation 3-36 

 

Future developement led to the S12g DFA,47 in which instead of reducing the 

correlation term to t2, exchange term is extended to include s4 term in XF expression.47 

The equations look simpler if we introduce the new variable   
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Equation 3-37 

 

In order to achieve a flat profile for low values of x the somewhat rearranged expression 

is given, with the A, B, C, D and E being parameters: 
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Equation 3-38 
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Equation 3-39 

 

To sumarize, initial sucsess45,46,48 and some failures44 with OPBE led to the SSB-D DFA 

in which there is Grimmeôs D2 dispersion contribution and exchange part containes 

expressions for O and PBE in order to capture the complementary good sides of both 

GGAs. Further refinements to make the DFA numerically more stable and inclusion of 

Grimmeôs D3 dispersion energy, finaly led to the improved SSB-D successor, S12g DFA. 

Both SSB-D and S12g kept good performance for both structural parameters and 

electronic structure from OPBE, but also have certain adventages, most notably with 

weak interactions. OPBE is still better choise for geometry optimization that SSB-D 

because of some numerical discrepancies. Demand for simple and accurate treatemant of 

complicated electronic states of TM systems led to many validation studies of different 

DFAs, on various systems that proved to be chalanging for spin state energetics. The three 

above mentioned DFAs that are specifically designed for spin states (e.g. OPBE, SSB-D 

and S12g), shown to be excelent starting point for vast diversity of interesting 

coordination compounds.  The thorough examination of available theoretical methods 

was one of the aims of this PhD thesis, and, in a final step, it directed us toward the best 

theoretical methodology for the study of the effect of different close lying spin states on 

a complicated catalytic mechanism of catechol dioxygenase mimic complexes. 

Some systematic influences of the different calculation types on the spin states are well 

documented, naming just few: dispersion,49 scalar relativistic effects,49 zero point energy 

and enthropic contributions,49 implicit solvation49 and basis set.44,50 
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4. Our calculations 

 

4.1. P450 mimics and chalanging complexes for spin state calculation 

  

4.1.1. Short introduction 

  

 Metalloenzymatic reactions are a great challenge for accurate theoretical methods, not 

only because of the size of such systems, but also because of the different electronic spin 

states that the active center has at the various catalytic steps. Illustrative example is the 

well-studied oxidation by cytochrome P45051,52, that has an iron in the active site. The 

low spin (LS) (doublet) ground state of the enzymeôs substrate free resting state changes 

to a high spin (HS) sextet as the substrate expels the stabilizing water cluster from the 

active site.52-54 The change from iron six- to five-coordination enables the first electron 

reduction, so that molecular oxygen can bind on which the system returns to a LS (singlet) 

state.51,54 A second electron reduction and protonation of the distal oxygen occurs next, 

54,55 but the following steps are less well established. 54,56 Most probable mechanism10 

presumes that a second protonation leads to loss of a water molecule and formation of the 

elusive compound I, which abstracts a hydrogen from the substrate, followed by a 

rebound reaction57,58 to give the hydroxylated product (see Scheme 4-1). 54,56 One of the 

alternative mechanistic pathways would be that, the protonated dioxygen compound leads 

directly to product via a cationic pathway.  The recent characterization of compound I, a 

key intermediate in the oxidation of carbon-hydrogen bonds by cytochrome P450,59 

together with various other theoretical and experimental results60-63 have opened many 

doors that will lead to a better insight in mechanism for controlling reactivity of O2 by 

metalloproteins. An accurate theoretical description of the spin ground states of the 

various intermediates of cytochrome P450 is vital to elucidate the mechanism of the 

catalytic cycle. 54,64,65  

 In this chaper, we will present a detailed DFT study on OPBE optimized 

geometries of iron complexes (1-7), Figure 4-1, with experimentally established spin 

ground states, ranging from singlet to sextet, and extended it with two iron porphyrinato 

complexes (8, 9, Figure 4-1, that have been reported to have different electronic ground 

state in spite of their similarity64,66,67.  
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Scheme 4-1 Schematic representation of ñreboundò and ñcationicò mechanistic 

pathways, in the catalytic cycle of cytochrome P450 enzymes 

 

The implications of obtained results on the future studies and exploration of spin 

states in the catalytic cycle of P450, in order to unambiguously determine the exact 

mechanism, are thoroughly discussed. In addition,  spin ground states of few iron 

complexes, that Yoshizawa and co-workers68 have studied with B3LYP using three 

different basis sets, were reexamined in order to choose the proper level of theory in 

determination of P450 catalytic cycle. 

 The total set of molecules consists both of Fe(III) (1ï3, 8ï9) and Fe(II) (4ï7) 

complexes, Figure 4-1, and show a diversity of experimentally observed spin ground 

states. After the thorough examination with versatile set of DFAs, on OPBE optimized 

geometries, validation study of the new S12g functional is performed. We will start our 

discussion focusing on the influence of structure relaxation on the spin states of the 

Fe(III)-complexes 1-3.69 Experimentally, Fe-(PyPepS)2 (1, PyPepSH2=N-2-

mercaptophenyl-2ô-pyridine-carboxamide) has a LS doublet ground state,70 Fe(tsalen)Cl 

(2, tsalen = N,Nô-ethylenebis-(thio-salicylideneiminato)) an intermediate spin (IS), 

quartet ground state71 and Fe(N(CH2-o-C6H4S)3)(1-Me-imidazole) (3) a HS sextet 

ground state.72 Then we will discuss the Fe(II)-complexes ((Fe(NH)S4)L, (NH)S4=bis(2-

((2-mercaptophenyl)thio)ethyl)amine, L=CO (4), PMe3 (5), NH3 (6) and N2H4 (7)). 

Compounds 4ï5 have a LS (singlet) state and compounds 6ï7 reportedly a HS (quintet) 
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ground state. 73-75 Futher, we will focus on FeIII(porphyrinato)Cl, FePCl (8) and, 

FeIII(porphyrazinato)Cl, FePzCl (9), which have a sextet and a quartet ground state, 

respectively. Finally, we will address the implications of the choice of DFT functional on 

the catalytic cycle of cytochrome P450. 

 

 

Figure 4-1 Fe-(PyPepS)2 1 (PyPepSH2 = N-2-mercaptophenyl-2ô-pyridine-

carboxamide); Fe(tsalen)Cl 2 (tsalen =N,Nô-ethylenebis-(thio-salicylideneiminato)); 

Fe(N(CH2-o-C6H4S)3)(1-Me-imidazole) 3; (Fe(NH)S4)L 4 (L=CO), 5 (PMe3), 6 (NH3), 7 

(N2H4) ((NH)S4 = bis(2-((2-mercaptophenyl)thio)ethyl)amine); Iron porphyrin chloride 

(8, FePCl) and iron porphyrazine chloride (9, FePzCl) 

 

4.1.1.1. Structure relaxation of Fe(III) compounds 1-3 

 

 The optimization of the three Fe(III) molecules (1-3) leads in all cases to the 

expected structural changes for the different spin states. Comparison of optimized 

structures of 1-3 indicates to an expansion of the ligand sphere, when we go from low to 

high spin state. Going from the doublet to the quartet state, first the equatorial ligands 

move away from iron while the axial ligands stay almost at the same position. In the sextet 
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state, the equatorial ligands remain virtually at the same position, but the axial ligands 

(have to) move out. 

 

4.1.1.2. Spin state energies for compounds 1-3 

 

Comparing the spin state energies, calculated on the experimental structure,46 with results 

from optimized geometries, Table 4-1, it is evident that the energy gap between different 

spin states decreases.  In the case of compound 1, the doublet ground state has the closer 

lying quartet and the sextet state after geometry optimization. Molecule 2 has the quartet 

ground state. The relative energies of the doublet and sextet states are also reduced after 

structure relaxation. Same trends apply for the sextet ground state of complex 3. For all 

complexes, after the spin state relaxation, OPBE continues to give the correct spin ground 

state. Its recently developed successor, S12g, also predicts all spin ground states correctly. 

Spin contamination is small for these complexes, and therefore shall not be attributed any 

further. From the Table 4-1, it is clear that after optimizing the structures for each spin 

state separately, also a number of the s4 term containing DFAs(see Equation 3-27 and 

discussion from the introduction), that were successful on experimental geometry,46 failed 

to reproduce the ground state of molecules 1 and 2. The hybrid DFAs, Ű-HCTHh, B97, 

O3LYP and M06, some of the MGGA (Ű-HCTH, OLAP3, VS98), as well as HCTH/407 

tend to overestimate the stability of the HS state, Table 4-1. The hybrid DFAs without s4 

term show the same trend, which remarkably holds true for B3LYP, which gave at least 

the right trend using the experimental geometries. The only hybrid DFAs that give 

reasonable results are TPSSh and B3LYP*, where the correct spin ground state for all 

three molecules is observed, Table 4-1. TPSSh predicts for molecule 3 the LS and IS state 

at almost the same energy level as the sextet state, while B3LYP* places the HS state of 

1 at almost the same energy as the doublet ground state. The standard GGAs, including 

XLYP fuctional, tend to predict LS ground state for the HS molecule 3, instead.  
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Table 4-1 Spin state energies (kcal/mol) for Fe(III) molecules 1-3 using TZP basis set 

 Fe-(PyPepS)2 1 Fe(tsalen)Cl 2 Fe(N(CH2-o-

C6H4S)3)(1MImb) 3 
xc LS IS HS LS IS HS LS IS HS 

DFAs that containe s4 term 

OPBE 0 17.1 10.2 6.5 0 3.9 6.6 7.9 0 

S12g 0 15.8 8.7 7.6 0 3.8 6.8 7.2 0 

OPerdew 0 15.7 10.2 7.3 0 3.8 5.6 6.8 0 

OLYP 0 11.9 5.1 8.9 0 1.6 10.1 9.9 0 

HCTH/4

07 

0 7.1 ï5.7 12.9 0 ï3.4 19.6 15.8 0 

VS98 0 11.5 ï6.6 14.1 0 ï2.8 8.4 2.5 0 

OLAP3 0 6.6 ï6.6 13.2 0 ï4.9 22.2 18.0 0 

KCIS 0 19.8 19.4 3.7 0 8.2 ï3.9 0.9 0 

Ű-HCTH 0 10.4 0.1 10.9 0 ï0.2 12.8 10.8 0 

Ű-

HCTHh 

0 10.3 ï0.8 15.3 0 1.6 9.4 5.9 0 

B97 0 6.6 ï8.0 19.0 0 ï1.5 16.3 9.2 0 

TPSSh 0 15.5 9.8 10.4 0 5.8 1.1 0.9 0 

O3LYP 0 7.9 ï6.5 16.6 0 ï2.3 17.6 12.1 0 

M06-L 0 8.3 -8.7 14.9 0 -7.2 16.2 11.7 0 

M06 0 2.1 -19.3 26.1 0 -6.9 25.5 13.5 0 

M06-2X 0 -13.9 -52.2 44.2 0 -19.0 54.4 25.0 0 

DFAs that do not containe s4 term  

LDA 0 35.2 44.9 ï5.6 0 21.8 ï31.1 ï15.5 0 

XLYP 0 15.9 15.9 5.0 0 8.5 ï3.2 1.2 0 

BLYP 0 16.9 17.5 4.5 0 9.2 ï4.7 0.3 0 

PBE 0 21.0 22.5 2.6 0 11.2 ï8.8 ï2.5 0 

Becke00 0 8.1 ï4.6 13.2 0 ï3.4 15.8 12.7 0 

FT97 0 18.2 21.2 4.5 0 11.2 ï13.9 ï3.5 0 

B3LYP 0 6.5 ï7.3 19.1 0 ï0.6 15.1 8.3 0 

PBE0 0 6.7 ï10.2 21.6 0 ï1.9 17.6 8.4 0 

B1LYP 0 2.7 ï15.3 23.4 0 ï3.9 21.7 11.2 0 

B3LYP* 0 10.5 1.0 14.7 0 2.8 8.1 5.1 0 

X3LYP 0 5.9 ï9.1 20.2 0 ï1.3 16.4 8.7 0 

OPBE0 0 2.5 ï19.6 25.1 0 ï7.6 28.9 15.8 0 

 

 

 

 

 

 

 

 



45 
 

 Table 4-2 Spin state energies (kcal/mol) for Fe(III) molecules 1-3 using TZP 

basis set, with OPBE and S12g DFAs, in vacuum and COSMO 

Geo.x SPxi Fe-(PyPepS)2 1 Fe(tsalen)Cl 2 Fe(N(CH2-o-C6H4S)3)(1MImb) 3 

LS IS HS LS IS HS LS IS HS 

OPBE 

OPBE 0 17.1 10.2 6.5 0 3.9 6.6 7.9 0 

OPBE 

cosmo 

0 19.4 13.0 9.3 0 6.9 7.9 7.4 0 

S12g 0 15.8 8.7 7.6 0 3.8 6.8 7.2 0 

S12g 

cosmo 

0 18.2 11.6 10.2 0 6.4 8.2 6.8 0 

OPBE 

cosmo 

OPBE 0 18.8 13.1 5.2 0 2.9 6.2 7.5 0 

OPBE 

cosmo 

0 17.4 10.2 9.7 0 7.7 8.0 7.2 0 

S12g 0 18.4 13.3 6.0 0 3.0 6.5 6.8 0 

S12g 

cosmo 

0 17.1 10.6 10.2 0 7.4 8.3 6.5 0 

S12g 

OPBE 0 18.3 10.5 7.4 0 6.2 7.6 8.1 0 

OPBE 

cosmo 

0 22.7 14.7 10 0 9.2 8.6 7.1 0 

S12g 0 15.4 8.7 7.5 0 6.6 6.5 7.0 0 

S12g 

cosmo 

0 19.9 13.1 9.9 0 9.3 7.7 6.1 0 

S12g 

cosmo 

OPBE 0 17.5 10.6 7.0 0 4.7 7.5 8.4 0 

OPBE 

cosmo 

0 20.5 14.9 11.2 0 6.7 8.8 7.2 0 

S12g 0 15.7 9.2 6.6 0 4.7 6.1 6.8 0 

S12g 

cosmo 

0 18.8 13.7 10.4 0 6.5 7.6 5.9 0 

 

The choice of exchange correlation functional has an obvious influence on geometry, with 

tendency of S12g to give somewhat longer bond lengths than OPBE. Unlike the choice 

of functional, influence of environment on geometrical parameters during the structural 

relaxation was not very significant, and it depends on system under consideration. In most 

cases, optimizations with COSMO gave slightly longer bonds, but without consequences 

on spin-state order, Table 4-2. 

 

4.1.1.3. Structure relaxation of compounds 4-7 

 

 The spin state dependent structure relaxation (full geometry optimization) for the 

Fe(II) compounds results in the similar differences of Fe-ligand distances as for the Fe(III) 

compounds. In the case of compound 4, the Fe-N, Fe-S and Fe-C distances are slightly 

elongated in comparison to the distances in Fe(III) complexes due to the additional d-

electron in Fe(II) systems. Interestingly, the hydrazine group in molecule 7 is found at 

2.025 ¡ in the singlet, and at 2.338 ¡ in the quintet state, but dissociates to 2.668 ¡ in 

                                                           
x Geometry optimization with frozen core electrones 
xi Subsequent single point calculations with full electron basis sets 
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the triplet state (in OPBE optimized structures). This dissociation occurs also with the 

ñtransò form of (Fe(NH)S4)L (vide infra). Therefore, triplet energies for 7 are not 

discussed in the next section. 

 

4.1.1.4. Spin state energies of compounds 4-7 

 

 The spin ground state of the Fe(II) complexes 4 and 5 is correctly predicted using 

OPBE and S12g levels of theory (see Table 4-3), i.e. the singlet is the lowest in energy 

for both molecules, in agreement with experimental data. For compound 4, the triplet and 

quintet states are significantly higher in energy. The energy differences between the 

different states are smaller for compound 5. As a result, the relative stability of the HS 

(quintet) state of 5 is overestimated by almost all hybrid levels of theory due to the 

inclusion of a portion of HF exchange in these DFAs. The HF part leads to an erroneous 

overstabilization of the exchange interactions between electrons having the same spin. In 

accordance with the explanations from the methodology chapter, the larger the amount of 

HF exchange, the more the HS state is stabilized. For instance for the series B3LYP*, 

B3LYP, X3LYP, B1LYP, the relative energy of the quintet state of 5 is respectively -0.7, 

-11.0, -12.7, -20.8 kcal/mol, which correlates very well with the amount of HF exchange 

in these DFAs of respectively 15, 20, 21.8 and 25%. The only hybrid functional that does 

not seem to suffer from this is the TPSSh hybrid functional, which includes only 10% HF 

exchange. Similar to the compounds 4 and 5, we found after spin state structure relaxation 

a LS ground state for iron complexes 6 and 7, with the IS and HS higher in energy by 3-

10 kcal/mol (see Table 4-4). Unfortunately, the experimental determination of the spin 

states of compounds 6 and 7 is inconclusive, since anomalous high ɛeff values of 10-13 

ɛB have been measured that indicate impurities, e.g. by metallic iron. For compound 7 in 

solution, a HS state was observed,75 but a compound similar to 7 showed a diamagnetic 

LS Fe center.76 Moreover, indications of dimer formation of the ligand-free [(Fe(NH)S4)]-

complex were observed. 74,75 Since the different forms of the (Fe(NH)S4)L complex in 

these studies were obtained, we have checked both forms for compounds 4-7, i.e. with 

the ñtransò and ñmesoò form (see Figure 4-2  Different forms of compounds 4-7). For 

both forms of each of compounds 4-7 we found a LS ground state, albeit with smaller 

spin-state splitting for compounds 6 and 7.  
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Figure 4-2  Different forms of compounds 4-7 

 

These findings can be traced back to the strength of the iron-ligand bond, which seems to 

be much weaker for compounds 6/7 than for compounds 4/5. The weakly bounded NH3 

and N2H4 ligands are easily exchanged with CH3OH, solvent (THF) or CO. 75 These 

experimental data corroborate the computed ligand-binding energies, which indicate 

strong and favorable binding of CO and P(Me)3 to form the singlet ground state, but less 

favorable binding of the other ligands or spin states.77 Interestingly, the monomeric 

Fe(NH)S4 complex without a ligand is predicted to have a triplet spin ground state in the 

trans form, while the other spin states or the meso form lying higher in energy by at least 

7 kcal/mol. The ligand-free complex may dimerize to give the experimentally observed 

HS state through ferromagnetic coupling. The latter process has not been studied due to 

the complexity involved with ferromagnetic versus anti-ferromagnetic coupling of the 

many spin states that need to be considered. This is confirmed by a recent study using 

high-level ab initio methods that indeed found a singlet ground-state for these 

molecules.78 In a detailed study, ñaccurateò spin ground state for molecules 6 and 7 was 

found with double hybrid B2PLYP functional, and also authors obtained the HS state for 

molecule 6 with OPBE.79 Since the last result is in disagreement with our study, we 

optimized the structures of molecules 6 and 7 using OPBE functional. The obtained 

results were in accordance with the previous study,79 but the structures were highly 

distorted representing only the local minima on the potential energy surface. 

 Comparing the different DFAs for prediction of spin ground states of compound 

6 and 7 (Table 4-4), it gets clear that the only DFAs that give good results are OPBE, 



48 
 

S12g, OPerdew and TPSSh. Hybrid DFAs were not able to capture correct ground state 

and predict the quintet state as the ground state.  

 

Table 4-3 Spin state energies (kcal/mol) for ñtransò complexes 4 and 5 using TZP basis 

 trans-(Fe(NH)S4)CO 4 (Fe(NH)S4)PMe3 5 

xc singlet triplet quintet singlet triplet quintet 

DFAs that containe s4 term 

OPBE 0 23.4 34.8 0 16.3 20.1 

S12g 0 19.1 28.0 0 14.5 17.7 

OPerdew 0 22.8 33.7 0 16.7 20.2 

OLYP 0 17.7 24.4 0 10.2 8.9 

HCTH/407 0 13.1 14.6 0 5.7 -2.1 

VS98 0 10.5 6.4 0 20.7 9.7 

OLAP3 0 15.0 13.4 0 5.0 -6.7 

KCIS 0 22.3 36.4 0 19.4 26.2 

Ű-HCTH 0 15.7 20.1 0 9.4 4.8 

Ű-HCTHh 0 14.3 14.8 0 10.2 2.0 

B97 0 11.1 5.9 0 6.6 -8.0 

TPSSh 0 17.6 22.7 0 15.0 11.4 

O3LYP 0 14.8 13.5 0 8.2 -2.8 

M06-L 0 15.9 11.0 0 16.7 6.8 

M06 0 11.3 -0.9 0 8.2 -8.8 

M06-2X 0 -8.3 -44.6 0 -14.5 -63.2 

DFAs that do not containe s4 term 

LDA 0 36.1 67.8 0 36.4 62.7 

XLYP 0 15.5 26.5 0 10.6 13.7 

BLYP 0 16.7 28.8 0 11.9 16.4 

PBE 0 22.7 39.4 0 19.6 29.5 

Becke00 0 10.8 8.7 0 6.5 -4.7 

FT97 0 21.7 37.4 0 17.7 28.2 

B3LYP 0 9.2 4.1 0 4.7 -11.0 

PBE0 0 11.9 5.7 0 8.6 -8.1 

B1LYP 0 6.0 -4.8 0 1.3 -20.8 

B3LYP* 0 12.5 13.2 0 8.3 -0.7 

X3LYP 0 8.7  0 4.4 -12.7 
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Table 4-4 Spin state energies (kcal/mol) for labile (ñmesoò) complexes 6 and 7 using 

TZP basis 

a) ligand dissociated (see text) 

 

 As in the case of previous investigated molecules 1-3, after optimization with 

S12g, somewhat longer bond lengths have been obtained. In contrast to the Fe(II) 

complexes (1-3), the Fe(III) P450 model systems (4-7) are prone to the influence of 

environment (COSMO calculations) on spin state ordering, Table 4-5 and  

Table 4-6.  Calculations with COSMO solvation model revealed a tendency to favor the 

HS state in almost all complexes. The fact that inclusion of COSMO can affect the energy 

separation of states does not make much difference in complexes 4 and 5 where there is 

 (Fe(NH)S4)NH3 6 (Fe(NH)S4)N2H4 7 

xc singlet triplet quintet singlet triplet quintet 

 DFAs that containe s4 term 

OPBE 0 10.3 6.6 0 - a 6.6 

S12g 0 7.7 2.6 0 -  a 2.5 

OPerdew 0 11.0 7.0 0 -  a 8.0 

OLYP 0 5.1 -1.4 0 -  a -0.7 

HCTH/407 0 -1.3 -13.2 0 -  a -12.4 

VS98 0 11.0 -7.4 0 -  a -3.1 

OLAP3 0 -1.0 -14.4 0 -  a -14.3 

KCIS 0 13.2 13.2 0 -  a 14.8 

Ű-HCTH 0 4.3 -6.2 0 -  a -5.2 

Ű-HCTHh 0 5.9 -7.1 0 -  a -5.6 

B97 0 2.1 -15.1 0 -  a -13.9 

TPSSh 0 11.5 3.4 0 -  a 4.9 

O3LYP 0 2.5 -12.0 0 -  a -11.2 

M06-L 0 9.1 -3.9 0 -  a -3.2 

M06 0 4.5 -18.6 0 -  a -16.7 

M06-2X 0 -15.4 -70.7 0 -  a -63.0 

DFAs that do not containe s4 term  

LDA 0 33.9 45.9 0 -  a 48.3 

XLYP 0 7.3 5.4 0 -  a 6.7 

BLYP 0 8.8 7.6 0 -  a 9.0 

PBE 0 15.3 17.0 0 -  a 18.6 

Becke00 0 1.5 -12.2 0 -  a -11.0 

FT97 0 13.6 16.9 0 -  a 18.3 

B3LYP 0 0.6 -16.8 0 -  a -15.5 

PBE0 0 3.3 -16.2 0 -  a -14.8 

B1LYP 0 -3.0 -25.3 0 -  a -24.1 

B3LYP* 0 4.5 -7.8 0 -  a -6.4 

X3LYP 0 0.3 -18.3 0 -  a -17.0 
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large LS-HS barrier, but can produce considerable effect with molecules 6 and 7 that have 

close laying HS-LS states. Examination of the results given in Table 4-5 and  

Table 4-6 shows that, for all systems, S12g gives the values in a good agreement with 

OPBE. 

 

 

 

 

 

 

 

 

 

 

 

 

Table 4-5 Spin state energies (kcal/mol) for labile (ñtransò) complexes 4 and 5 using 

TZP basis, with OPBE and S12g DFAs, in vacuum and COSMO 

Geo.xii SPxiii  trans-(Fe(NH)S4)CO 4 trans-(Fe(NH)S4)PMe3 5 

singlet triplet quintet singlet triplet quintet 

OPBE 

OPBE 

 

0 23.4 34.8 0 16.3 20.1 

OPBE 

cosmo 

0 24.5 36.6 0 17.3 18.6 

S12g 

 

0 19.1 28.0 0 14.5 17.7 

S12g 

cosmo 

0 20.2 29.7 0 15.4 16.3 

OPBE 

cosmo 

OPBE 0 23.5 35.3 0 16.4 20.4 

OPBE 

cosmo 

0 24.5 36.5 0 17.3 18.3 

S12g 

 

0 19.4 29.1 0 15.1 19.1 

S12g 

cosmo 

0 20.3 30.3 0 15.9 17.1 

S12g 

OPBE 

 

0 23.4 34.2 0 19.6 19.4 

OPBE 

cosmo 

0 24.3 36.4 0 20.3 19.2 

S12g 

 

0 18.7 29.3 0 15.6 16.8 

S12g 

cosmo 

0 19.6 31.4 0 16.3 16.6 

S12g 

cosmo 

OPBE 

 

0 24.6 35.0 0 19.9 19.2 

OPBE 

cosmo 

0 24.8 36.5 0 20.6 18.2 

S12g 

 

0 20.4 30.8 0 15.8 17.1 

S12g 

cosmo 

0 20.5 32.2 0 16.4 16.2 

                                                           
xii Geometry optimization with frozen core electrones 
xiii Subsequent single point calculations with full electron basis sets 
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Table 4-6 Spin state energies (kcal/mol) for labile (ñmesoò) complexes 6 and 7 using 

TZP basis, with OPBE and S12g DFAs, in vacuum and COSMO 

Geo.xiv SPxv meso-(Fe(NH)S4)NH3 6 meso-(Fe(NH)S4)N2H4 7 

singlet triplet quintet singlet triplet quintet 

OPBE 

OPBE 

 

0 10.3 6.6 0 - xvi 6.6 

OPBE 

cosmo 

0 10.1 3.9 0 - xiv 4.4 

S12g 

 

0 7.7 2.6 0 - xiv 2.5 

S12g 

cosmo 

0 7.4 -0.1 0 - xiv 0.3 

OPBE 

cosmo 

OPBE 0 10.6 7.2 0 - xiv 7.1 

OPBE 

cosmo 

0 9.9 3.5 0 - xiv 3.8 

S12g 

 

0 7.9 3.5 0 - xiv 3.6 

S12g 

cosmo 

0 7.0 -0.2 0 - xiv 0.5 

S12g 

OPBE 

 

0 10.1 7.5 0 - xiv 7.6 

OPBE 

cosmo 

0 10.7 5.7 0 - xiv 6.8 

S12g 

 

0 8.4 5.3 0 - xiv 5.3 

S12g 

cosmo 

0 8.7 3.4 0 - xiv 4.6 

S12g 

cosmo 

OPBE 

 

0 10.1 6.8 0 - xiv 6.6 

OPBE 

cosmo 

0 10.5 4.4 0 - xiv 5.2 

S12g 

 

0 8.7 4.9 0 - xiv 4.6 

S12g 

cosmo 

0 8.8 2.4 0 - xiv 3.2 

 

 

4.1.1.5. Iron porphyrin chloride and the porphyrazine analogue 

  

 The structures of FePCl (8) and FePzCl (9) were optimized within C4v symmetry, 

separately for each spin state. Similarly as in previous results,64,65,80 it was found that 

porphyrin core size increases when going from the low to the HS state, and that the Fe-

Cl distance increases in going from the LS to IS state, and then slightly decreases in the 

HS state.  

 OPBE predicts the correct spin ground state for both, FePCl and FePzCl (see 

Table 4-7). In the case of FePCl a sextet ground state was predicted with the quartet higher 

in energy by 4 kcal/mol and for FePzCl a quartet ground state with the sextet 4 kcal/mol 

higher. In both cases the LS state is considerably higher in energy. Similar results are 

found with the S12g, OPerdew and OLYP DFAs. The hybrid DFAs B3LYP, X3LYP, Ű-

                                                           
xiv Geometry optimization with frozen core electrones 
xv Subsequent single point calculations with full electron basis sets 
xvi ligand dissociated (see text) 
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HCTHh and B97 (as well as B97-181 that gives results almost indistinguishable from B97 

results) predict the correct spin ground states, but place the LS doublet state at 

considerable higher energy than the pure DFAs. This might be caused by the inclusion of 

HF exchange (known to favor HS states), and could therefore be an indication of a 

cancellation of errors. 

 

Table 4-7  Spin state energy differences (kcal/mol, TZP basis) for FePCl (8) and 

FePzCl (9) 

   FePCl   FePzCl  

  doubletb quartetb sextetb doubletc quartetc sextetc 

containing s4 term or higher      

OPBE gga 18.4 3.9 0 12.5 0 3.7 

S12g gga 15.7 1.5 0 12.8 0 4.9 

OPerdew gga 17.9 3.5 0 12.7 0 4.1 

OLYP gga 18.2 3.3 0 13.6 0 3.4 

HCTH/407 gga 25.9 8.1 0 16.6 0 -2.3 

VS98 meta 26.4 7.1 0 19.4 0 -1.8 

OLAP3 meta 28.2 9.8 0 17.4 0 -2.8 

KCIS meta 6.2 -4.2 0 9.4 0 11.1 

t-HCTH meta 23.0 6.4 0 15.4 0 0.6 

t-HCTHh hybr 31.8 3.1 0 28.0 0 4.1 

B97 hybr 40.3 5.8 0 33.6 0 1.2 

TPSSh hybr 20.9 -1.6 0 21.6 0 8.4 

O3LYP hybr 37.2 8.3 0 27.5 0 -1.1 

M06-L meta 30.3 11.6 0 20.1 0 -4.9 

M06 hybr 54.5 13.4 0 41.6 0 -5.6 

M06-2X hybr 101.3 22.3 0 76.7 0 -16.2 

containing no s4 term      

LDA lda -14.8 -16.6 0 0.5 0 24.2 

XLYP gga 2.2 -7.8 0 9.8 0 13.3 

BLYP gga 1.5 -8.1 0 9.3 0 13.8 

PBE gga 1.6 -7.5 0 8.1 0 14.1 

Becke00 meta 24.0 5.7 0 18.3 0 -0.2 

FT97 meta -0.8 -7.9 0 8.8 0 14.0 

B3LYP hybr 38.4 3.5 0 34.1 0 3.0 

PBE0 hybr 48.8 7.5 0 39.8 0 0 

B1LYP hybr 48.7 6.9 0 41.0 0 -0.3 

B3LYP* hybr 27.9 -0.1 0 27.3 0 6.5 

X3LYP hybr 41.4 4.3 0 36.2 0 2.3 

S2 values in parenthesis. a) obtained post-SCF using OPBE densities/orbitals; b) relative 

to FePCl sextet spin state; c) relative to FePzCl quartet spin state 
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 In accordance to previous studies, 64,65,46,80 standard DFAs like LDA,37 BLYP40,82 

and PBE83 disfavor the HS state of FePCl (see Table 4-7). From the group of DFAs 

containing s4, HCTH, VS98, OLAP3, KCIS and O3LYP do not give the expected result 

for either FePCl (TPSSh) or FePzCl.  

 Hybrid DFAs, O3LYP, B1LYP and PBE0, predict correctly the HS ground state 

for FePCl, but place the quartet and sextet state at equal level for FePzCl. Likewise, M06 

predicts the HS state for FePCl correctly, but fails for FePzCl. On the other hand, the 

B3LYP* functional predicts the spin state for FePzCl correctly, but fails for FePCl. XLYP 

functional also predicted wrong ground state for FePCl.84  

 

Table 4-8 Spin state energy differences (kcal/mol, TZP basis) for FePCl (8) and FePzCl 

(9), with OPBE and S12g DFAs, in vacuum and COSMO 

Geo.xvii SPxviii  FePCl FePzCl 

doublet quartet sextet doublet quartet sextet 

OPBE 

OPBE 

 

18.4 3.9 0 12.5 0 3.7 

OPBE 

cosmo 

16.3 -1.0 0 15.6 0 7.6 

S12g 

 

15.7 1.5 0 12.8 0 4.9 

S12g 

cosmo 

13.8 -2.9 0 15.8 0 8.6 

OPBE 

cosmo 

OPBE 18.0 4.8 0 11.6 0 2.9 

OPBE 

cosmo 

16.9 -1.7 0 16.6 0 8.2 

S12g 

 

15.0 2.3 0 11.8 0 4.2 

S12g 

cosmo 

14.1 -3.6 0 16.5 0 9.2 

S12g 

OPBE 

 

18.6 4.0 0 12.7 0 3.7 

OPBE 

cosmo 

16.3 -0.7 0 15.7 0 7.5 

S12g 

 

15.4 1.5 0 12.6 0 5.0 

S12g 

cosmo 

13.4 -2.8 0 15.4 0 8.6 

S12g 

cosmo 

OPBE 

 

18.3 4.5 0 12.0 0 3.2 

OPBE 

cosmo 

17.1 -1.6 0 16.8 0 8.1 

S12g 

 

15.0 2.0 0 11.8 0 4.6 

S12g 

cosmo 

14.0 -3.5 0 16.3 0 9.2 

 

 COSMO calculations revealed clear and unambiguous effect on electronic 

structure, Table 4-8. Introduction of the solvent favor the LS state, and as such have small 

effect on a spin ground state of molecule 9 that has quartet ground state and a close sextet 

quartet state. As opposed, for molecule 8, that is in a HS and has low lying quartet state, 

the quartet state is artificially stabilized to the extent that it becomes the ground state 

                                                           
xvii Geometry optimization with frozen core electrones 
xviii Subsequent single point calculations with full electron basis sets 
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within all COSMO calculations. S12g once again shows excellent agreement with spin 

state energetics obtained at OPBE level of theory. 

 

4.1.1.6. Implications regarding the catalytic cycle of cytochrome P450 

 

 As demonstrated in this chapter, throughout this study, B3LYP continued to fail 

in providing the correct spin ground state of several iron complexes, as reported also by 

Reiher and co-workers85 and Ryde and co-workers. 86 Nevertheless, almost all studies on 

the catalytic cycle of P450 so far have used the B3LYP functional, 11,51,54,56,63,87-89 which 

casts doubt on the conclusions drawn from the results obtained in these studies, especially 

in view of the significance of the spin ground state as evidence for either the ñcationicò 

or ñreboundò pathway (vide supra). To study the impact of our results on the outcome of 

previous B3LYP studies on the catalytic cycle, we investigated the spin ground states of 

few iron complexes (transition states TS1 and TS2 from ref. 68; see Figure 4-3 ) that 

Yoshizawa and co-workers have studied with B3LYP using three different basis sets. The 

results with the smaller basis sets (CEP-121G, LanL2DZ) differed considerably from the 

results with the larger (6-311+G**) basis set. 68 Using the TZP basis set, we obtained 

B3LYP results that are similar to their large basis set results (see  

Table 4-9). Having established the similarity between the Yoshizawa and our B3LYP 

results, it is now instructive to look at the differences between B3LYP, OPBE and S12g 

functional for these transition states,  

Table 4-9.  
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Figure 4-3 TS1 and TS2 structures (taken from Kamachi, Yoshizawa, J. Am. Chem. Soc. 

2003, 125, 4652) 

 

Table 4-9 Doublet/quartet energies (kcal/mol) for Yoshizawa complexes (TS1, TS2) 

basis set TS1 TS1 TS2 TS2 

 doublet quartet doublet quartet 

B3LYP     

LanL2DZa 4.8 5.4 0 2.5 

CEP-121Ga 6.4 5.2 0.8 0 

6-311+G**a 10.1 8.3 1.4 0 

TZPb 10.9c 8.4 3.5c 0 

     

OPBE     

TZPb  3.6c 5.5 2.4c 0 

OPBE COSMO     

TZPb  -0.3c 3.8 8.4c 0 

S12g     

TZPb  3.2c 5.4 9.9c 0 

S12g COSMO     

TZPb  -0.7c 3.5 11.1c 0 

S2 1.21 3.79 1.70 3.81 

     

a) Yoshizawa and co-workers, ref. 68; b) this work;  c) corrected for spin contamination 

(eq. 2 of ref. 90) 
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 OPBE and S12g agree on the quartet state of TS2 having the lowest overall 

energy, with the TS1 higher in energy. However, B3LYP predicts a much larger splitting 

between TS1 and TS2 than OPBE and S12g. Moreover, for TS1 the doublet spin ground 

state is predicted with OPBE and S12g, which is not in agreement with B3LYP results. 

This disfavoring of the LS state is a characteristic failure of B3LYP as we have seen 

throughout this study. It should also be noted that unlike all the other compounds, the LS 

states of TS1 and TS2 are severely spin contaminated. This may result from the inclusion 

of a portion of HF exchange, e.g. indicative of the cancellation of errors as discussed 

above. 

 Given the evident failure of B3LYP to give a correct description of spin ground 

states of iron complexes, one should be very cautious when interpreting the outcome of 

B3LYP studies, especially when arguing in favor of either the ñreboundò or ñcationicò 

pathway (see Scheme 4-1) in the catalytic cycle of cytochrome P450 enzymes. Also, 

recent studies show that it is necessary to include dispersion correction in order to obtain 

reliable results for reaction barriers in P45O catalytic cycle.91,92 Based on the excellent 

performance of S12g for spin states splitting of iron complexes, that contains Grimme D3 

dispersion term, previous conclusion seems to be justified.  

 

1.1.1. Conclusion 

 

 In this chapter, the extension of our previous validation of DFAs for a correct 

description of spin states of Fe(II) and Fe(III) complexes was presented. In the present 

contribution we allow the structure relaxation of the LS, IS and HS states of the iron 

compounds separately at OPBE and S12g levels of theory, thereby performing a more 

stringent test on the reliability of DFAs for providing spin ground states of iron 

complexes. Aditionaly, we find that standard DFAs like LDA, BLYP or PBE, but also 

XLYP disfavor HS states. The set of reliable DFAs is however drastically reduced: only 

OPBE, the preferred functional from our previous study, its successor S12g and OPerdew 

predict the correct spin ground state for all iron complexes under study. 

   Other DFAs show questionable results for one or more iron complex. 
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 Hybrid DFAs like B3LYP and X3LYP systematically overestimate the stability of 

higher spin states. Only, the TPSSh functional (with 10% exact exchange) gives 

reasonable results, e.g. it fails for only two out of the nine compounds. 

 Questionable veracity of B3LYP results is also shown on transition state models for 

camphor hydroxylation, TS1 and TS2, that Yoshizawa and co-workers have studied with 

B3LYP. 

 

4.1.2. Computational detail 

 

 All DFT calculations were performed with the Amsterdam Density Functional (ADF) 

suite of program.42,93,94 MOs were expanded in an uncontracted set of Slater type orbitals 

(STOs) of triple-z quality containing diffuse functions (TZP)95 and one set of polarization 

functions. Core electrons (1s for 2nd period, 1s2s2p for 3rd-4th period) were not treated 

explicitly during the geometry optimizations (frozen core approximation), as it was 

shown to have a negligible effect on the obtained geometries.96 An auxiliary set of s, p, 

d, f, and g STOs was used to fit the molecular density and to represent the Coulomb and 

exchange potentials accurately for each SCF cycle. 

Energies and gradients were calculated using the OPBE and S12g functional, in vacuum 

and COSMO97-99 environment. Geometries were optimized with the QUILD program100 

using adapted delocalized coordinates101 until the maximum gradient component was less 

than 10-5 a.u. In the first part of the examination, prior to S12g validation, single point 

energies, on OPBE/vacuum optimized geometries, with all-electron basis sets, were 

calculated with LDA,28,37,102 OPBE,48 S12g,47 OPerdew,103,104 XLYP,84 X3LYP,84 

BLYP,40,82 PBE,104 OLYP,82,103 HCTH/407,81 Ű-HCTH,81 Ű-HCTHh,81 VS98,105 

OLAP3,106 KCIS,107 Becke00,108 FT97,109 B97,110 TPSS,111 TPSSh,111 O3LYP,101 

MO6,112 MO6-L,113 MO6-2X,112 PBE0,114 B3LYP,115,116 B1LYP,117 and B3LYP*85. 
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4.2. Complexes with 2,6-Diacetylpyridinebis(semioxamazide) 

 

4.2.1. Short introduction 

 

Complexes of polydentate acylhydrazone ligands with d metals are particularly 

interesting since they have interesting structural features that lead to a diversity of 

potential applications.118-120 Among many others, 2,6-diacetylpyridine-

bis(semioxamazide) (H2dapsox), and its mono-anionic (Hdapsox-) and di-anionic 

(dapsox2-) forms, are conformationally flexible ligands. Moreover, they have a large 

number of potential donor atoms (see Figure 4-4 ), and hence display versatile behavior 

in metal coordination, the exact nature of which depends on the reaction conditions. The 

mode of coordination is governed by the nature of the central metal atom, the charge of 

the ligand, as well as the presence of other species capable to compete for coordination 

pockets.121 Interestingly, the (Hn)dapsox ligand (n=0,1,2) enables formation of the 

pentagonal-bipyramidal complexes (PBPY-7) with some 3d elements, although usually 

seven-coordinate complexes are more common with large d-block metal ions. To date, 

3d-block metal PBPY-7 complexes have been isolated and characterized with the 

H2dapsox with Mn
II,122 FeII,123 CoII,124 and ZnII,122 and for Hdapsox- and dapsox2- with 

FeIII125,126 and CoII124,127. Other geometries are also possible: the octahedral environment 

is found when Hdapsox- and dapsox2- are coordinated to FeIII,128 and NiII,126 respectively, 

while with dapsox2- NiII forms a square planar complex.129 Furthermore, the di- and 

mono-anionic forms enable formation of square pyramidal (SPY-5) complexes of 

CuII,126,130 and FeIII.128 Therefore these ligands act as ligands of changeable dentation and 

exhibit a stereochemical diversity, particularly with respect to coordination numbers 

and/or geometries observed in coordination with various d-block metal ions. In addition, 

a characteristic feature of open-shell transition metal ions in general is that several 

electronic conýgurations are accessible that may give rise to a number of different spin 

states, where the preferred one is determined by ligand field strength. In the case of the 

(Hn)dapsox ligand this might be governed by the degree of (de)protonation.45,131,132 

 




















































































































